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Introduction

The goal of this chapter is to summarize the concepts needed in the following chapters
for a qualitative and quantitative treatment of environmental equilibrium partitioning
processes. We start by developing some general understanding of the intermolecular
forces that govern the partitioning of organic compounds between diffcrent phases.
This is done by visualizing the interactions between molecules using examples that
will be treated in more detail in later chapters. Then, in Sections 3.3 and 3.4 we discuss
how molecular interactions are characterized via thermodynamic functions that enable
us to quantitatively deseribe the distribution of molecules participating in a specific
partitioning process. Here, we will focus on those thermodynamic entities that are
relevant to our problem: Gibbs free energy (G), enthalpy (), entropy (S), chemical
potential (1), fugacity ( £), activity (@), and activity coefficient (y). In Section 3.4 we
also discuss some cornmon “extrathermodynamic” approaches with which we may
estimate data for new chemicals of interest from experience with old ones. Finally, in:
Section 3.5 we address the issue of how we may generally calculate the fraction of a
substance’s occurrence in any environmental phase of interest at equilibrium with
other environmental media.

Melecular Interactions Determining the Partitioning
of Organic Compounds Between Different Phases

Partitioning “Reactions”

The partitioning of an organic compound, #, between two phases, 1 and 2, may be
thought of like a chemical reaction in which “bonds” are broken and formed. In this
case, however, the “bonds” involve intermolecular attraction energies, which are,
however, much weaker than covalent bonds. For example, if the process of interest
involves moving i from within phase 1 (i.e., desorption from phase 1) to within a
different phase 2 (i.e., absorption into phase 2), or vice versa, we may write the
partitioning “reaction”:

Ll +2:2 == 111+ 2:0:2 (3-1)

where the colons indicate intermolecular “attractions” which are broken and formed
during the exchange, Here we show the compound, 7, to be inside phase 1 (1:/:1) and
phase 2 (2:i:2) by putting it between two numbers.

We distinguish this absorptive exchange (Eq. 3-1) from one in which / partitions to
an interface. In this new case, the process should be viewed as an adsorption of i to
the surface of phase 2:

il + 102 = 11+ 1:4:2 (3-2)
Here, the reaction shown as Eq. 3-2 indicates the presence of an interface between

phases 1 and 2. Unlike the case of absorption where attractions between 2 and 2 had
to be broken and ones between 1 and 1 were made, now in this adsorption case the
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intermolecular bonds between 1 and 2 must be broken as such bonds between 1 and
1 are made.

This “reaction” point of view enables us to organize our thinking about partitioning.
First, we must identify the combinations of materials that are juxtaposed before and
after the partitioning process. Second, we must ascertain what kinds of chemical
structure elements (c.g., ~CH,—, — OI) are present in the partitioning molecules (i.c.,
in i) and the material of which each participating phase is made (i.e., 1 or 2 above).
This allows us to identify the kinds of intermolecular intcractions that control the
strengths of the “bonds” that are broken and formed. Finally, we need to consider the
numbers of interactions, or areas of contact, which are changed in the process.

To understand the extent of such partitioning processes, we¢ have to evaluate how
various parts of i are attracted to structures of phases 1 and 2. It will be the summation
of all these attractions that are broken and formed that will dictate the relative affinity
of i for the two competing phases with which it could associate. Since these attractive
forces stem from uneven electron distributions, we need to discuss where in the
structures of organic chemicals and in condensed phases there arc clectron enrich-
ments and deficiencies. Subsequently, we can cxamine the importance of these
uneven clectron distributions with respect to attracting molecules to other
materials.

Origins of Intermolecular Attractions

The attractive forces between uncharged molecules gencrally result from the electron-
deficient regions in a molecule attracting electron-rich counterparts in neighboring
molecules or the atoms making up surfaces. The total affinity of molccules for one
another comes from the summation of all attractions. The resulting interactions
(Fig. 3.1) can be divided into two categories:

(1) ”Nonspecific” interactions that exist between any kinds of molecules, no matter
what chemical structure these molecules may have. These nonspecific interactions
are generally referred to as van der Waals (vdW) interactions. They arc a superposition
of the following components:

(i) Attractions between lime-varying, uneven electron distributions in adjacent
molecules are the origin of London dispersive energics. The intensity of such
uncvenness in a particular molecule or material is related to its polarizability. As a
result, the strength of intermolccular attraction energies arising from these time-
varying dipoles is proportional to the product of the polarizabilities of cach of the
interacting sets of atoms. ’

(i) Dipole-induced dipole interactions are the source of Debye energies. Dipoles
exist within chemical structures because of the juxtaposition of atoms with different
electronegativities (e.g., an oxygen bonded to a carbon atom). When such a permanchl
dipole moment in one chemical is juxtaposed to material with a time-averaged even
electron distribution, then the first molecule causes an uneven electron distribution
to form in the second material. The strength of the resultant intermolecular attraction
is proportional to the product of the dipole moment of the first molecule and the
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Figure 3.1 Hlustration of the vari-
ous molecular interactions arising
from uneven electron distributions:
(o) dispersive forces, (b) dipole—
induced dipole forces, (¢) dipole-
dipole forces, (d) electron accep-
tor-clectron donor forees.
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(a) vdW dispersive forces
locations of At
temporaly increased
electron density

(b) dipole ~ induced dipole forces

locations of
permanently increased
electron density

Q (¢) dipole ~ dipole forces

(d) H-bonding (or more
generally, electron donor-
acceptor interactions)

polarizability of the second molecule.

(iii) Dipole~dipole interactions are the cause of Keesom energies. In this case,
permanent dipoles in each substance cause the molecules to orient so that the two
dipoles face each other in a head-to-tail fashion. The strengths of these attractions
are proportional to the product of the dipole moments of the two interacting mole-
cules and depend on the orientation of the interacting partners.

(2) Specific interactions (Fig. 3.1¢) that result from particular molecular structures
that enable relatively strong local attractions between permanently electron-poor parts
of a chemical structure (e.g., the hydrogen attached to an oxygen) and corresponding
permanently electron-rich sites of another molecule (e.g., the nonbonded electrons




62 Partitioning: Molecular Interactions and Thermodynamics

Box 3.1  Classification of Organic Compounds According to Their Ability to Undergo Particular
Molecular Interactions

Compounds that undergo only vdW interactions (London plus Debye plus Keesom interactions) are commonly
referred to as apolar. Bxamples include alkanes, chlorinated benzenes, and PCBs.

If a chemical exhibits a functionality that has cither donor or acceptor character but not both, we call such a
compound monopolar. Examples include structures with an ether function, -C—O—-C— (an electron donor or
H-acceptor), a keto group, >C=0 (an electron donor or H-acceptor), or an aromatic ring carrying clectron
withdrawing substituents (an electron acceptor).

Some molecules contain moieties like amino (-NH,), hydroxyl (~OH), and carboxyl groups (~COOH) that cxhibit
both donor and acceptor properties. We refer to these compounds as bipolar.

For large, complex compounds, it is often not obvious how the whole compound should be classitied. Such -
compounds may exhibit functional groups that participate in locally strong polar interactions. However, due to the
large size of the molecule, the overall behavior of the compound is dominated by vdW-intcractions. It has,
therefore, become common practice to divide the world of chemicals into only two categories, namely, polar and
nonpolar compounds. The nonpolar chemicals include all those chemicals whose molecular interactions are
dominated by vdW forces.

of atoms like oxygen and nitrogen): These specific interactions, which we will refer
to as polar interactions are, of course, only possible between molecules that exhibit
complementary structural moieties, that is, if one moiety acts as an eleciron acceplor
(often also referred to as H-donor) and the other one as an electron donor (ot
H-acceptor). Hence, polar interactions can be classified as electron donor-acceplor
(EDA) or hydrogen donor-acceptor (HDA) interactions. Note that both terms are
widely used in the literature.

As indicated in Box 3.1, the ability (or inability) of a given compound to undergo
specific interactions can be used to divide organic chemicals into different categories.
This classification will ultimately be useful when we want to determine whether we
should include various factors for quantifying the contributions of these forces in our
estimates of the energies controlling specific absorption or adsorption associations
in which we are interested.

In the absence of electron donor-acceptor interactions, the London dispersive energy
is the dominant contributor to the overall attractions of many molecules to their
surroundings. Hence, understanding this type of intermolecular interaction and its
dependency on chemical structure allows us to establish a baseline for chemical
attractions. If molecules exhibit stronger attractions than expected from these intet-
actions, then this implies the importance of other intermolecular forces. To see the
superposition of these additional interactions and their effect on various partitioning
phenomena below, we have to examine the role of dispersive forces in more detail,

SR SR ARG A
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because these forces generally dominate the vdW interactions (Fowkes, 1991; Good
and Chaudhury, 1991). The goal of the following discussion is to derive a quantitative
measure for these forces. In Chapters 4 and 5 we will then address approaches to
quantify polar interactions.

Relative Strengths of Dispersive Energies Between Partitioning Partners

As noted above, London dispersive interactions occur even between molecules of
apolar compounds like alkanes, that on average over time exhibit a rather smooth
distribution of clectrons throughout the whole molecular structure. This intcraction
occurs in all chemicals because there are momentary (order of femtosecond times-
cales) displacements of the electrons within the structure such that short-lived elec-
tron-rich and electron-poor regions temporarily develop. This continuous movement
of electrons implies the continuous presence of short-lived dipoles in the structure.

This flecting dipole 1s felt by neighboring molecules whose electrons respond ina .. o« .

complementary fashion. Consequently, there is an intermolecular attraction between
these molecular regions. In the next moment, these attractive interactions shift
elsewhere in the molecule.

To think about the strength of dispersive attractions, we consider a situation in which
a molecule, i, 1s moved from a gas phase and mixed into (i.e., absorbed by) a liquid
madc of the substance, 1:

i(g) + 111 — 1l (3-3)

where the parenthetic g indicates that i is coming from a gas phase. In this particular
partitioning process, we assume ideal behavior in the gas phase, that is, we ignore
intermolecular attractions in this phase. Hence, we can focus on the forming inter-
actions between the molecules of i and the liquid 1 medium. Even if the structure of
i docs not give rise to permanently uneven clectron distributions, there will at least
be a dispersive interaction energy with 1.

Considering one molecule of i next to one molecule of 1, we have a dispersive attraction
energy, Agspg, given by (Israelachvili, 1992):

Agigpg I per interaction = - (3/2) (1/ o® ) oy )/ (dme,)? (3-4)

where [ is equal to (/; 1i/I+1}) and J; and I, arc the first jonization energies of
chemicals i and 1, respectively,

o is the distance of scparation between the temporary dipoles,
o, is the polarizability of 7,

o 1s the polarizability of 1, and

&, 18 the permiitivity of vacuum.

Gencrally, molecules exhibit / values between 8 and 12 eV (i.e., 1.3 and 2 x 1078 J),
and the separations between molecules must be related to the molecular sizes. The
polarizability, ¢, of a molecule is related to its ability to develop uneven electron
distributions in response to imposed clectric fields on femtosecond timescales.
Since visible light corresponds to electromagnetic radiation with frequencies around

T
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105 Hz, a material’s ability to respond to light, as indicated by a property like the
refractive indices, np; is related to the material’s polarizability. This relationship 1s
known as the Lorenz-Lorentz equation (Israclachvili, 1992):

a1 (47ee) = [(nb = 1)/ (nk; + 2)](3M: [ 47t pNa) (3-5)

where M; is the molar mass,
p is the density, and
N, is Avogadro constant.

It is instructive to look at the refractive indices for a variety of chemical structures
(Table 3.1.) What one quickly sees is that polar compounds are not the same as
polarizable compounds. Indeed, polarizability is more related to chemical structure
features like overall size (higher homologs within a compound family have greater
polarizabilities), and presence of conjugated electron systems (benzene is more
polarizable than hexane; polarizability-increases in the order: benzene < naphthalene
< pyrene). Finally, molecules with large atoms containing nonbonded electrons far
from the nucleus (e.g., bromine, jodine) are generally more polarizable. After this
brief diversion, now we continue to use refractive indices to estimate polarizabilities.

We may modify the Lorenz-Lorentz expression, if we note that M,/ pN, is an estimate
of an individual molecule’s volume. Assuming the molecule is spherical, we may
deduce that:

M,/ pNa = (4m13)(c12)° | (3-6)

Note that here we assume that the distance separating the temporary dipoles in adjacent
molecules is, on average, the same as the sum of the radii of those molecules. There-

fore, we find:
(3M; [ 4 pNp)=(0)* 18 (3-7)

Substituting this result into the Lorenz-Lorentz equation, and then using that result
in Eq. 3-4, we find:

. . nk, ~1 1| nh —1
Aispg ! I per interaction = —(31/256) | —~ 5 (3-8)
np; +2 || np; +2

Finally, the molecule i does not interact with one solvent molecule, 1, but rather is
surrounded by a number of molecules. This “stoichiometry” (i.c., ratio of i to 1) is
given by the ratio of the total surface arca, TSA, (m?), of i and the contact area,
CA (m?), ofi with each solvent molecule. Hence, the integrated intermolecular inter-
action may be:

Ay G1Y-mol™ = N,(TSA,;/CA)A 4,8

disp

- e n%),- - l nz')] ""l
N, (TSA;/ CA)(3 1/256) 3-9)
n?,,- +2 n,z), +2

Since parameters like the solvent contact area, the first ionization potential, and the
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Table 3.1 Some Examples of Refractive Indices, np; , of Organic Compounds.
Note that Larger Values of np; Imply Greater Molecular Polarizability and
Dispersive Interactions with a Molecule’s Surroundings®

Compound Structure Refractive Index”
Methanol CHy—OH 1.326
(@]
Acetone )]\ 1.342
Ethanol ~oH 1.359
O
Acetic acid 1.370
/U\OH
. Hexane SN | 1.372
Octanol’ o 1427
. OH
Ethylene glycol HO™ N 1.429
Trichloromethane CHCly 1.444
Benzene \ / 1.498
Chlorobenzene A N\ / al 1.523

Nitrobenzene Q NO2 1.550
Naphthalence 1.590

Tribromomethane CHBry 1.601

Pyrene O‘ 1.770

“ Pata from Lide (1995).

distance of separation between neighboring molecules are fairly invariant, onc may
expect the dispersive cnergies to vary between various molecules as:

2 2 -
Ay G /1 mol = —constant (TSAy | Mo =1 || 2t =1 (3-10)
disp i
nd +2 || nh +2

This result suggests that we can look at the partitioning of various compounds (i.c.,
vary i) from the gas phase and expect that their relative tendencies to go 1nto or onto
differing media (i.c., vary the chemical nature of medium 1) will depend, at least in
part, on predictable dispersive force attractions. Partitioning that is in excess of what
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we expect from this baseline attractive energy for any chemical must indicate the
presence of functional groups in that chemical’s structure and/or in the interacting
medium that allows additional attractive intermolecular forces [Debye, Keesom, or
EDA (HDA) interactions]. Hence, in the next section, we examine partitioning of
various chemicals into and onto different defined media to see the roles of chemical

structure.

A First Glance at Equilibrium Partition Constants

To explore how molecular structures give rise to intermolecular attractions, and
these in turn dictate phase partitioning of those molecules, we need to introduce a
parameter that quantifies the relative abundance of the molecules of a given organic
compound i in each phase af equilibrium. First, we note that we consider the reversible
partitioning of a compound i between a phase 1 and a phase 2. As we have done
before, but now only mentioning the chemical which is partitioning, we can write
this process as a “reaction” by arbitrarily choosing phase 2 as “reactant” and phase 1
as product: ’
i in phase 2 === i in phase 1

. ' (3-11)
“reactant”  “product”

The equilibrium situation can thus be described by an equilibrium partition
constant, K;;,, which we define as:

concentration of 7 in phase 1 (3-12)

KilZ = T . .. '
concentration of i in phase 2 o
Note that we have chosen i in phase 2 as the “reactant” in order to have the abun-
dance of i in phase 1 in the numerator of Eq. 3-12. Furthermore, for practical purposes,
we define a constant expressed as a ratio of concentrations rather than activities (see
Section 3.4). Finally, we consider only situations in which the compound is present ‘
as a solute, that is, at low concentrations at which it does not significantly affect the
properties of the bulk phase.

K, is related to a (Gibbs) free energy term, Ay, G; by a Boltzmann-type expression
(e.g., Atkins, 1998): ‘

K2 = constant - ¢~ 42 /%"

(3-13)

InkK,,=- A};g‘ +In (constant)

where we will refer to A,,G, as the free energy of transfer of i from phasc 2 to phase 1,
R is the universal gas constant (8.31 J-mol™K ™), and T'is the absolute temperature in
Kelvin. The constant in Eq. 3-13 depends on how we express the abundance of the
compounds in the two phases (e.g., as partial pressure, mole fraction, or molar
concentration). We will address this issue as well as the derivation of A),G; 1D
Sections 3.3 and 3.4 when we discuss some important thermodynamic functions. At
this point, we note that A,,G; expresses the free energy change (per mole 7) for the
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process of taking molecules of the compound i out of phase 2 and putting them into
phase 1 under standard conditions. Hence, A(,G; sums both the enthalpic and entropic
effects (see Section 3.3) that result from the changes occurring in the intermolecular
interactions in both phases when removing or adding molecules of compound i.
These changes arc caused by differences in the interactions of i with the molecules
forming the bulk phases between which the compound is partitioned (c.g., i1 inter-
actions), and also by changes in the interactions among the bulk phase molecules
themselves (e.g., 1:1 interactions). As we will soon see, these latter contributions to
A,,G,; are particularly important for partitioning processes involving aqueous phases
(i.e., 1 =H,0) . If the overall A,,G; is negative, the compound prefers to be in phase
1 as compared to phase 2. Thus, at equilibrium, its abundance will be higher in phase
1 (and vice versa, if A, G, is positive). By examining the relative sizes of In Ky, as a
function of chemical structure, we will be able to see when particular types of inter-
molecular interactions become important.

Examples of Absorption from the Gas Phase

Let us now look at some partitioning data. We will discuss the two general cases: (i)
the partitioning of organic compounds between the (ideal) gas phase and a bulk
liquid (absorption, Fig. 3.2), and (ii) the partitioning between the gas phase and a
solid surface (adsorption, Fig. 3.3). In order to emphasize the influence of single
pairs of molecule:molecule interactions, we confine our discussion to the partitioning
of neutral organic compounds from an ideal gas phase (e.g., air). This is another way
of saying that there are no intermolecular attractions to break when i leaves the gas
phase. First, we consider partitioning “reactions” of the form:

i)+ 1l == 11 ' (3-14)

As is illustrated in Fig. 3.2, when considering the absorption of a gaseous molecule
into a bulk liquid, the free energy term can be broken up into a term describing the
energy that has to be spent to create a cavity in the liquid (AG,,y = breaking 1:1
interactions in Eq. 3-3) and a term describing the free energy change caused upon
insertion of the compound into the cavity (AG jq,iq = making i:1 interactions in Eq. 3-3).
The former energy involves disruption of solvent:solvent interactions as we dis-
cussed earlier. The latter free energy involves the formation of solute:solvent attrac-
tions. It is easy to conceive that the overall free energy of transfer, and thus the parti-
tion constant of a compound i (see Eq 3-12), will depend strongly on the type of
compound as well as on the type of bulk liquid considered. Therefore, in our following
examples, we will inspect gas-liquid equilibrium partition constants of members of a
variety of different compound classes for bulk liquids exhibiting very different prop-
erties: (1) the pure organic liquid compound itself, (2) one apolar organic liquid,
hexadecane, and (3) one polar solvent, water.

Example 1: Vapor Pressure and
Molecular Interactions in the Pure Liquid Compound

We start out by evaluating the intermolecular interactions among the molecules of a
given compound in its own pure liquid state by considering the cquilibrium parti-
tioning with the gas phase:
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i(g) +ii == L (3-15)

In this case, the free energy of transfer of i from the pure liquid to an ideal gas phase
(i.e., air) Ay G, and thus the corresponding gas (air)-liquid equilibrium partition
constant, K, (see Eq. 3-16 below), are direct measures of the attractive forces
between like molecules in the liquid (recall we assume no interactions among gas
phase molecules). Note that for the following discussion we use a sub script “a” (air)
to denote the ideal gas phase. Furthermore a capital “L” is uscd to describe the pure
liquid in order to distinguish from other liquid phases (subscript £). Finally, the
superscript * indicates that we are dealing with a property of a pure compound.

Commonly, gas-liquid partitioning is expressed by the saturated liquid vapor
pressure, piL, of the compound i. This important chemical property will be dis-
cussed in detail in Chapter 4. Briefly, pi. is the pressure exerted by the compound’s
molecules in the gas phase above the pure liquid at equilibrium. Since this pressure
generally involves only part of the total pressure, we often refer to it as a partial
pressure due to the chemical of interest. In this case, when there is no more build up
of vapor molecules in a closed system, we say that the gas phase is “saturated” with -
the compound. Note that because pi is strongly temperature dependent, when
comparing vapor pressures of diffcrent compounds to see the influence of chemical
structure, we have to use pi. values measured at the same temperature (which also
holds for all other equilibrium constants discussed later; sce Section 3.4).

For comparison of chemical’s partition constants between air and different bulk
liquids, it is useful to express pi. as a constant, K, that describes the relative
amount of the compound in the two phases in molar concentrations (i.c., mol-L™):

c mol-L™" air
Ky =—— (3-16)

C,. \ mol-L™ pure liquid compound

Using the ideal gas law (pV = nRT), the saturation concentration in the air,
C(=n/V), canbe calculated from pi. by:

Cst = E‘_*L_

“ RT (3-17)

C,, can be derived from the density, oy, of the liquid compound and from its molar
mass, M, : '

p, ( gL
C. :L(_.__"g L _[j
- M \gmol (3-18)

Note that C; is the inverse of the molar volume of the liquid compound, which we
denote as {7, . Substitution of Eqs. 3-17 and 3-18 into Eq. 3-16 yields:

M

o P (3-19)

KiLlL - .
Py - RT

Armed with such partition constants, we can calculate the free energies involved
exchanging substances between a gas and their own pure liquids.
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Figure 3.4 Plot of In K, (25°C)
(Eq. 3-19) versus the dispersive
viW-parameter defined by Eq.
3-10with 1 =i Note that TSA;is in
em? mol ™!,
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Now we are prepared to observe how chemical structures control this particular case
of partitioning; the distribution of molecules between their own purc liquid phase and
an equilibrated gas phase. To indicate the importance of the dispersion forces among
the molecules in their pure liquid phase, we examinc K, valucs determined for a
wide variety of liquid compounds ‘as a function of their Ay, G defined above by
Eq. 3-10 (Fig. 3.4). The compounds chosen are composed of less than 10 carbon
atoms and exhibit no more than one functional group. Hence, the functional group
can be considered to contribute significantly to the overall capability of the
molecules to interact with neighboring molecules. Compound classes are n-alkanes,
alkylated benzenes, polychlorinated methanes and ethanes (include permanent
dipoles), aliphatic ketones (include permanent dipoles and can act as electron
donors), aldehydes (include permanent dipoles and can act as electron donors),
carboxylic acid csters (include permanent dipoles and can act as electron donors),
alcohols (include permancnt dipoles, can act as electron acceptors and donors), and
carboxylic acids (include permanent dipoles and can act as electron acceptors and
donors). Note that these functional groups are discussed in Section 2.3 (Figs. 2-15 and 2-17).

As demonstrated for all apolar and monopolar compounds (see Box 3.1 for defini-
tions), which cannot undergo electron donor-acceptor interactions with like mole-
cules in their pure liquid, a good inverse linear correlation is found between In Ky,
and our metric of Ay, G. Some of the variation in In K, is due to the polarizability
contribution (ranges over about a factor of 1.6), while somc is also due to changes in
TSA, (factor of about 7). This factor of about 10 in Ay, G is consistent with the In Ky,
changing by about 10 In units (Fig. 3.4.) Note that some of the scatter is due to the
compounds classificd as “monopolar” having additional dipole~induced dipole, di- -
pole—dipole interactions, and possibly also having some weak bipolar character (¢.g.,
the ketones, aldehydes, esters). Furthermore, the TSA; value used is only a very crude
approximation of the actual contact arca among the molecules. Nevertheless, Fig. 3.4
nicely shows the dominating role of dispersive vdW interactions in determining the
air/pure liquid partitioning (i.e., the vapor pressure) of apolar and monopolar organic
compounds.
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Figure 3.5 H-bonding in various

pure liquids.

The truly bipolar compounds that may form rather strong hydrogen bonds in their
pure liquids (Fig. 3.5) have, however, distinctly lower K, values than expected solely
from their vdW interactions. The most extreme case is water, which has a Kp, value
that is almost four orders of magnitude smaller than the value one would expect for
a nonpolar compound with similar size and dispersive vdW interactions. From this
finding, we see the great importance of superimposing hydrogen-bonding interac-
tions on the dispersive interactions of molecules like water.

Example 2: Air-Solvent Partitioning

In our next example we compare the partitioning of the same set of compounds
between air (gas phase) and two very different solvents, hexadecane and water.
These two liquids are chosen to represent two extreme cases, both with respect to the
free energy costs of changing solvent:solvent interactions as well as with respect to
the type of interactions the solvent molecules may have with the organic solute. In
the case of hexadecane, all compounds, irrespective of their polarity, can undergo
only vdW interactions with these-hydrocarbon solvent molecules. Furthermore, the
free energy cost for cavity formation reflects breaking only vdW interactions among
the hexadecane molecules, Thus, as is nicely illustrated by Fig. 3.6a, for all com-
pounds (apolar, monopolar, and bipolar), an inverse relationship is found
between InK,, and the dispersive vdW parameter of the compound expressed as
product of the solute’s total surface area and refractive index estimator of polariz-
ability (Eq. 3-10).

The situation is completely different in the air/water partitioning system (Fig. 3.60).
As is evident, very large differences in Kj,,, are observed between members of different
compound classes. For example, the air/water partition constants of the n-alkancs
are more than two orders of magnitude larger than those of the corresponding ethers,
and cven five orders of magnitude larger than those of the alcohols exhibiting a
similar dispersive vdW parameter. These differences reflect the different abilities of
the compound molecules to undergo polar interactions with the water molecules,
interactions that help to counterbalance the rather large free encrgy costs for creating
a cavity in the bulk water. Thus, in contrast to the partitioning from air to a solvent
like hexadecane, apolar compounds such as the n-alkanes are “cxpelled” from the
bulk water phase. This is not because they do not have attractive vdW interactions
with the water molecules, but rather because of the high costs of cavity formation
(breaking H,0:H,0 interactions). This effect is also seen within cach series of
compounds that differ only by entities that add vdW interactions (i.e., CH,-groups).
K., increases with increasing size of the molecule (Fig. 3.6b), which is in contrast to
the situation found in the air/hexadecane system (Fig. 3.6a). ‘

Examples of Adsorption from the Gas Phase

Now we shift to cases which allow us to gain insights into the intermolecular forces
between organic molecules and a given surface (Fig. 3.3). By inspecting gas/solid
adsorption constants of a variety of compounds interacting with two surfaces exhib-
iting very different properties (i.e., quartz versus teflon), we will learn a few some-
what surprising facts. For instance, we will see that in this case, a nonpolar hydrocarbon
interacts more strongly with a polar surface than with a nonpolar surface. Intuitively,
this might not have been expected. '
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Figure 3.6 Plot of the natural loga-
rithms of the partition constants at
25°C of a series of apolar, monopo-
lar, and bipolar organic compounds
between air and (@) n-hexadecane (n-
CiH34) and (b) water versus the dis-
persive vdW- parameter of the com-
pounds defined by Eq. 3-10. Note
that from Eq. 3-10 only the com-
pound part is used because the sol-
vent part (1) is the same for all com-
pounds, and’ that TSA; is in cm?
mol™'.
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Example 3: Air-Solid Surface Partitioning
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In our final example, we consider the partitioning of a small set of organic com-
pounds between air and two different solid surfaces, teflon and quartz (Fig. 3.7). The
two surfaces differ distinctly in their properties in that the teflon surface is made up
of atoms that cannot participate in EDA interactions, while the quartz surface (which
exhibits OH-groups), has a strongly bipolar character (much like a water surface). In
the case of air/surface partitioning, the partition constants reflcct the interactions of
a given organic compound with the aggregate of atoms making up the surface. In
contrast to air/bulk liquid partitioning, for these surface interactions no cavity as in
the solvent has to be formed. Hence, in this case (Fig. 3.3), the free energy change on
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Figure 3.7 Plots of the natural log-
arithms of the air/surface partition
congtants, Kj,, of a series of apolar
and monopolar compounds for two
different surfaces (i.e., teflon and
quartz) versus the dispersive vdW-
parameter of the compounds de-
fined by Eq. 3-10. Note that from
Iiq. 3-10 only the compound part is
used because the solvent part (1) is
the same for all compounds, and
that TSA, is in cm? mol™. (Data at
25°C from Goss and Schwarzen-
bach, 1998.)
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exchange does not include a term like AG 4y Had the solid been immersed in
liquid so that there were liquid molecules:solid surface interactions, insertion of our
partitioning substancc i at the surface would have required us to consider the free
encrgy of making room for the adsorbate (c.g., breaking 1:2 interactions in partitioning
“reaction” shown in Eq. 3-2).

In the case of the teflon surface where only vdW interactions are possible for any
adsorbing molecule, a plot of InK,, versus the sorbate’s dispersive vdW parameler .
yields a straight line for apolar and polar compounds (Fig. 3.7). In contrast, for the
bipolar quartz surface, apolar and monopolar compounds arc separated into several
groups according to their ability (or inability) to undergo polar interactions. One inter-
esting additional detail that can be seen from Fig. 3.7 is that nonpolar or weakly .
monopolar compounds such as alkanes and alkylbenzenes are slightly more attracted
to the polar quartz surface as compared to the nonpolar teflon surface. This finding
may be somewhat surprising. Intuitively, we still might have the idea that nonpolar
compounds are attracted more strongly by nonpolar counterparts as compared to polar
counterparts. This expectation is not generally true. The reason in this particular caseis
that the ability of a quartz surface to undergo vdW interactions is larger than that ofa
teflon surface (see Section 11.2). In this context it is important to realize that con-
pounds which we denote as being hydrophobic (i.e., disliking water) are actually
attracted to water surfaces. One cxample illustrating this point is the thin gasoline
films that all of us have scen on the surface of polluted lakes or rivers. Obviously, in
this case, the attractive (vdW) forces between the hydrophobic hydrocarbons and the
water molecules at the water surface overcome the (vdW) forces among the hydrocarbon
molecules themselves that would favor the formation of oil droplets. Hence, the term
hydrophobicity of a compound should only be used in connection with a compound's
tendency to be dissolved in a bulk water phase. In such cases, the balance between the
free energy costs for cavity formation and the free energy gains due to the interactions
of the compound with the water molecules is important. Moreover, as has become
evident from our above discussion, the hydrophobicity of organic compounds will
increase with increasing size of the molecules. For a given size, hydrophobicity will be
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maximal for compounds that can only undergo vdW interactions with water. We will
come back to this point in Chapter 5, when discussing water solubilitics and aqueous
activity cocfficients of organic compounds.

With these first insights into the molecular interactions that govern the partitioning
of organic compounds between different phases in the environment, we are now
prepared to tackle some thermodynamic formalisms, We will need these parameters
and their interrclationships for quantitative treatments of the various phase transfer
processes discussed in the following chapters.

Using Thermodynamic Functions to Quantify Molecular Energies

Chemical Potential

When considering the relative encrgy status of the molecules of a particular com-
pound in a given environmental system (¢.g., benzene in aqucous solution), we can
envision the molecules to embody different forms of cnergies. Some energics are
those associated with the molecule’s chemical bonds and bond vibrations,
flexations, and rotations. Other energies include those due to whole-molecule trans-
lations, reorientations, and intcractions of the molecules with their surroundings.
The whole energy content is the internal cnergy and is dependent on the temperature,
pressure, and chemical composition of the system. When we talk about the “cnergy
content” of a given substance, we arc usually not concerned with the energy status of
a single molecule at any given time, but rather with an average encrgy status of the
entire population of one type of organic molecule (e.g., benzene) in the system. To

.describe the (average) “encrgy status” of a compound i mixed in a milieu of

substances, Gibbs (1873, 1876) introduced an entity referred to as total free energy,
G, of this system, which could be expressed as the sum of the contributions from all
of the different components present:

G(p, Ty gyt myg) = % L
il (3-20)
where #; is the amount of compound 7 (in moles) in the system containing N com-
pounds. The entity 4;, which is referved to as chemical potential of the compound i,
is then given by:
JdG(1)
dn (mol) |

AT panji

(I mol™) = (3-21)

Hence, 1, expresses the Gibbs free energy (which we denote just as {rce cnergy)
added to the system at constant T, P, and composition with each added increment of
compound i. Let us now try to evaluate this important function ;. When adding an
incremental number of molccules of i, frec energy is introduced in the form of internal
energies of substance i as well as by the interaction of i with other molecules in the
system. As more | is added, the composition of the mixture changes and, conse-
quently, g changes as a function of the amount of i, We should note that 4; 1s some-
times also referred to as the partial molar free energy, G, , of a compound. Finally,
we recall that G; (J-mol™) is related to the partial molar enthalpy, H; (J. mol™), and
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Gibbs (1876) recognized that the chemical potential could be used to assess the
tendency of component i to be transferred from one system to another or to be trans-
formed within a system. This is analogous to the use of hydrostatic head potential for
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identifying the direction of flow between water reservoirs (Fig. 3.8«¢). We know that
equilibrium (no net flow in either direction) is reached, when the hydrostatic head
potentials of the two reservoirs are equal (Fig. 3.85). Similarly, chemical equilibrium
is characterized by equal chemical potentials for cach of the constituents. As with
hydrostatic head potential, chemical potential is an intensive cntity, meaning it is
independent of the size of the system (in contrast to the total free energy G, which is
an extensive function).

Fugacity

Unfortunately, unlike hydraulic head potentials, there is no way of directly observing
chemical potentials. Consequently, the concept of fugacity was born. Lewis (1901)
reasoned that rather than look into a system and try to quantify all of the chemical
potential energies carried by the various components of interest, it would be more

practical to assess a molecule’s urge to escape or flee that system (hence “fu gacity” .

from Latin fugere, to flec). If onc could quantify the relative tendencies of molecules..
to flee various situations, one could simultancously recognize the relative chemical
potentials of the compounds of interest in those situations. Based on the differences
in their chemical potentials, one could quantify the direction (higher i to lower 1))
and cxtent to which a transfer process would occur.

Pressure and Fugacities of a Compound in the Gas State

Let us quantify first the “fleeing tendency” or fugacity of molecules in a gas (Just
about the simplest molecular systemn) in a way we can obscrve or measure. Imagine
a certain number of moles (r,) of a pure gascous compound i confined to a volume, ¥,
say in a closed beaker, at a specific temperature, 7. The molecules of the gascous
compound exert a pressure p; on the walls of the beaker (a quantity we can feel and
measure) as they press upon it seeking to pass (Fig. 3.9a). It is not difficult to imagine
that if the gas molecules wish to escape more “insistently” (i.e., a higher chemical
potential as a result, for example, of the addition of more ¢ molecules to the gas phase
in the beaker), their impact on the walls will increase. Consequently, we will
measurc a higher gas pressure. For an ideal gas, the pressurc is perfectly proportional
to the amount of gascous compound. Stating this quantitatively, we see that af
constant T, the incremental change in chemical potential of the gaseous compound
may be related to a corresponding change in pressure (deduced from the Gibbs-
Duhem equation; see, ¢.g., Prausnitz, 1969, p. 17):

1%

(g )r = —dp; , (3-23)

In this casc we can substitute V/n,, with RT/p;:

(dpg)r = ﬂd{h (3-24y

Pi

As mentioned above, the absolute value of the chemical potential cannot be
measured but we can measure the absolute value of pressure or the amount of
substance in the gas phase. Hence, we may define a standard value of the chemical
potential of the gaseous compound i, Ui, , by defining a standard amount and
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standard pressure in the form of one variable, the standard pressure pi= p,-L
(commonly 1 bar). We do this by integration of Eq. 3-24:

Hig

J. (cl,u,g = RFJ — dp; (3-25).. :
'qu ) »’ i
which yields:
Hhig = iy + RTh{l%] (3-26)
pPi

Let us now look at the situation in which we deal with real gases, that is; witha
situation in which intermolecular forces between the molecules cannot be neglected -
(as will be even more the case for liquids dnd solids, see below). These forces influenc *
the (partial) pressure of the gas molecules, but not the amount of the gaseous
compound(s). ThlS real pressure is 19 callcd fugacity.

In contrast to the ple%urb of an ideal gas, the fugacity is not only a function of the -
amount of substance and temperature, but also of the composition (types and
amounts of gaseous compounds present) of the gaseous system and of the total -
pressure. The fugacitiy of a gaseous compound is, however, closcly related to ils
partldl pressure, To account for the nonideality of the gas, one can 1<,1atc these terms
by using a fugacity coefficient, 6”’ '

ig = Gigpi (3-27)

It is now easy to see that the cotrect expression for the chemical potential of a
gaseous compound i is not based on pressure but on fugacity:

Hiy = My + RTIn) 5 (3-28)
Pi

Note that for the standard state one defines ideal gas behavior, that is, £2 = pf
(commonly 1 bar).

Under typical environmental conditions with atmospheric pressure, gas densitics are
very low so that we set 0, = 1. In other words, for all our following discussion, we
will assume that any compound will exhibit idcal gas behavior (i.c., we will use Eq.
3-26 instead of Eq. 3-28).

In a mixture of gascous compounds having a total pressure p, p; is the partial
pressure of compound i, which may be expressed as:

pi= XD (3-29)
where x,, is the mole fraction of i:
Xip = g (3'30
Z”’jg
j
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and .. is the total number of moles present in the gas, and p is the total pressure.

778 . .
Thus, the fugacity of a gas i in a mixture is given by:
£ =0xp ‘
voEE (3-31)
=p

Reference States and Standard States

Before we discuss the fugacities of compounds in liquid and solid phases, a few
remarks on the choice of reference states are necessary. As we have seen in the
development of Eq. 3-26, we face onc obvious difficulty. Since we cannot compute
an absolute value for the chemical potential, we must be content with computing
changes in the chemical potential as caused by changes in the independent variables
of temperature, pressure, and composition. This difficulty, however,is apparent
rather than fundamental; it is really no .more than an inconvenience. It results
because the relationships between the chemical potential and the physically measurable
quantities are in the form of differential equations, which upon integration yield only
differences. With the choice of an appropriate reference state, it is usually possibleto
express the cnergetics of a given process in rather simple terms. This is similar
to concepts used in everyday life, where we choose reference states to cxpress the |
magnitude of entities, for example, the altitudc of a mountain relative to sea fevel.

‘When we consider a change in the “energy status” of a compound of intcrest [e.g.,
the transfer of organic molecules from the purc liquid phase to the overlying gas
phase (vaporization), as discussed in Scction 3.2], we try to do our energy-change
bookkeeping in such a way that we concern ourselves with only those encrgetic
properties of the molecules that undergo change. During the vaporization of liquid
benzene, for example, we will not worry about the intcrnal energy content of the
benzene molecules themsclves, since these molecules maintain the same bonds, and
practically the same bond motions, in both the gascous and liquid states. Rather, we
will focus on the energy change associated with having benzene molecules in new
surroundings. Benzene molecules in gas or liquid phases will, therefore, feel different
attractions to their neighboring molecules and will contain different orientational
and translational energics since in a liquid the molecules arc packed fairly tightly
together, while in the gas they are almost isolated. This focus on only the changing
aspects is the guiding consideration in our choice of reference states. For ecach chemical
species of interest, we want to pick a form (a reference state of the material) that is
closely related to the situation at hand. For instance, it would be silly (though feasible)
{o consider the energy status of clemental carbon and hydrogen of which the ben-
zene molecule is composed as the reference point with which evaporating benzene
should be compared. Instead, we shall be clever and, in this case, choose the “cnergy
status” of pure liquid benzene as a reference state, since liquid benzene includes all
of the internal bonding cnergies common to both the gaseous and liquid forms of the
compound. A

In the field of environmental organic chemistry, the most common reference states
used include: (1) the pure liquid state, when we are concerned with phase transfer
processes; (2) the infinite dilution state, when we are dealing with reactions of
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organic chemicals in solution (e.g., proton transfer reactions in water, sec Chapter 8);
and (3) the elements in their naturally occurring forms (e.g., C, Ha, Oy, N,, and Cl,),
when we are interested in reactions in which many bonds are broken and/or formed.
Certainly, other reference states may be chosen as convenience dictates, the guiding
principle being that one can clearly see how the chemical species considered in a
given system is related to this state. Once we have chosen an appropriate reference
state, we also must specify the conditions of our reference state; that is, the pressure
and the concentration. These conditions are referred to as standard conditions and,
together with the reference state, form the standard state of a chemical species. We
then refer to 4 in Egs. 3-26 and 3-27 as the standard chemical potential, a value
that quantifics the “energy status” under these specific conditions. Since we are most
often concerned with the behavior of chemicals in the earth’s near-surface ecosystems,
1 bar (10°Pa or 0.987 atm) is usually chosen as standard pressure. Furthermore, we
have to indicate the temperature at which we consider the chemical potential. If not
_otherwise indicated we will commonly assume a temperature of 298 K (25°C). In
sumumary, as long as we are unambiguous in our choice of reference state, standard
conditions, and temperatures, hopefully chosen so that both the starting and final
states of a molecular change may be clearly related to these choices, our energy

bookkeeping should be fairly straightforward.

Fugacities of Liquids and Solids

~ Let us now continue with our discussion of how to relate the chemical potential to
measurable quantities. We have already seen that the chemical potential of 2 gaseous-
‘compound can be related to pressure. Since substances in both the liquid and solid -
phases also exert vapor pressures, Lewis reasoned that these pressures likewisc -
reflected the escaping tendencies of these materials from their condensed phases
(Fig. 3.9). He thercby extended this logic by defining the fugacities of pure liquids
(including subcooled and superheated liquids, hence the subscript “L”) and solids
(subscript “s”) as a function of their vapor pressures, piL: :

ﬁL=7’iL'P:L (3-32)
® 3-
4& =Yi5 'pis

where 7, now accounts for nonideal behavior resulting from molecule-molecule
interactions. These activity coefficients are commonly set equal to 1 when we decide
to take as the reference state the purc compound in the phase it naturally assumes
under the conditions of interest. The molecules are viewed, therefore, as “digsolved”
in like molecules, and this condition is defined to have “ideal” mixing behavior.

If we consider, for example, compound 7 in a liquid mixture, e.g., in organic or i
aqueous solution; (subseript ““ £” see Fig. 3.9d), we can now relate its fugacity inthe
mixture to the fugacity of the pure liquid compound by [note that for convenience, i}
we have chosen the pure liquid compound (superscript *) as our reference state]:

Fo=Y g0 %20t (3-33)

=Y 0 Xs0- Pi.




Figure 3.9 Conceptualization of
the fugacity of a compound i (@) in
an ideal gas; (b) in a pure liquid
compound #; (c) in an ideal liquid
mixture; and (d) in a nonideal lig-
uid mixture (e.g., in aqueous solu-
tion). Note that in (), (¢), and (d),
the gas and liquid phases are in
equilibrium with one another.
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where xi is the mole fraction of i (Eq. 3-30) in the mixture (or solution). If the
compounds form an ideal mixture (Fig. 3.9¢), implying that no nonideal behavior
results from interactions among unlike molecules, Yie is equal to 1 and Eq. 3-33

represents the well-known Raoult'’s Law.

Activity Cocfficient and Chemical Potential

Using the concept of fugacity we can now, in analogy to the gaseous phase (Eq. 3-28),
express the chemical potential of a compound i in a liquid solution by:
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- " | fi-(
My = My F RT In| —- (3-34)
iL

where we have chosen the pure liquid compound as reference state. Note that M. is
nearly equal to the standard free energy of formation A¢GP (L) of the pure liquid
compound, which is commonly defined at 1 bar and not at pi.. Hence fa, = 4.
Substitution of Eq. 3-33 into Eq. 3-34 then yields:

tie = i+ RTIn ¥ie - Xie (3-35)

Generally, the expression £/f, = ¥, - X; = a; is referred to as the activity of the
compound. That is, a;is a measure of how active a compound is in a given state (e.g.,
in aqueous solution) compared to its standard state (e.g., the pure organic liquid at
the same T and p). Since ¥, relates a; , the “apparent concentration” of i, to the rcal
concentration x; , it is only logical that one refers to ¥; as the activity coefficient. It
must be emphasized here that the activity of a given compound in a given phase is a
relative measure and is, therefore keyed to the reference state. The numerical value
of y, will therefore depend on the choice of reference state, since, as we have seen in
Section 3.2, molecules of i in different reference states (i.e., liquid solutions) interact
differently with their surroundings.

It is instructive to examine the activity coefficients of a few organic compounds in
different solvents using the pure organic liquid compound as the reference state
(Table 3.2). These Yie values express the escaping tendency of a given compound
from the respective solution relative to the compound’s escaping tendency from ils
own pure liquid. Note that with this choice, for each compound i, we define a different
molecular environment as reference state. At first glance, this might seem to be
somewhat strange. It would, of course, also be feasible and, if the necessary data
were available, even meaningful, to choose the same reference statc for all
compounds (e.g., infinitely dilute in hexadecane). By doing so, activity cocfficients
for other molecular environments (e.g., water) could be more easily compared,
because they would all be related to a situation where all compounds exhibit solely
vdW interactions. Another option would be to use the ideal gas phase as the reference
state where no interactions occur at all. Nevertheless, as we will see in the following
chapters, the choice of the pure liquid as reference state has significant practical
advantages, in that the pertinent properties of the pure liquid are known or can be
estimated for many organic compounds.

But let us now inspect the ;¢ values for the various chemicals given in Table 3.2, As
we would probably have expected intuitively from our discussions in Section 3.2,
vie values close to 1 are found in those cascs in which molecular interactions in the,
solution are nearly the same as in the pure liquid compound. For example, when the
intermolecular interactions in a pure liquid are dominated by vdW interactions, and
when solutions also exhibit only vdW interactions between the solute and solvent
and between the solvent molecules themselves, we have ¥y values close to 1. Examples
include solutions of nonpolar and monopolar compounds in an apolar solvent (c.g,
n-hexane, benzene, and diethylether in hexadecane), as well as solutions of nonpolar
solutes in monopolar solvents (e.g., n-hexane in chloroform). In contrast, if we
consider situations in which strong polar interactions are involved between the solute
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Table 3.2 Activity Coefficients ¢, ¥, of Hexane (apolar), Benzene (monopolar),
Diethylether (monopolar), and Ethanol (bipolar) in Different Solvents at Infinite
Dilution at 25°C. Reference: Pure Liquid Organic Compound.

Solvent Solute
Hexane Benzene Diethylether  Ethanol
(Polarity) (apolar)  (monopolar, (monopolar, (bipolar)

H-acceptor) H-acceptor)

n-Hexadecane ~1 ~1 ~1 35
(”'CIGI{M) (apolar)

Trichloromethane (CHCly) 1.8 0.8 03 4.5
(monopolar, H-donor)

Ethanol (C,HsOH) 12 54 nal 1
(bipolar)

Water 460000 2500 130 3.6
(bipolar)

“Data from Gmehling et al. (1994), bn.a. = not available.,

molccules in their pure liquid and/or among the solvent molccules, but not in the
solute:solvent interactions, activity coefficients of much greater than | may be
found. For example, the activity coefficient of ethanol in hexadecane is 35 (Table 3.2).
This significant deviation from 1 is due to the polar interactions of the ethanol .
molecules in their pure liquid, which cannot be counterbalanced by the vdW interac-
tions in solution. The most striking example in Table 3.2 is, however, the solution of
n-hexane in water (%, = 460000). As pointed out in Section 3.2, this extremely high
escaping tendency of nonpolar organic compounds from bulk water is not due to a
lack of attractive interactions between the organic molecules and the water mole-
cules, but to the very high free cnergy costs for cavity formation.

Finally, inspection of Table 3.2 shows also that there are cases in which Yie can be
even smaller than 1. An example is a solution of dicthylether in chloroform. Here, the
solute is an electron donor (H-acceptor), while the chloroform solvent is an clectron
acceptor (H-donor). In this case, the solute and solvent both acquire additional inter-
molecular interactions that were unavailable to them in their pure liquid forms. The
monopolar diethylether (only vdW interactions in its pure liquid) can add polar
interactions to its vdW attractions with the molecules of the monopolar chloroform
solvent exhibiting a complementary electron acceptor property.

Excess Free Energy, Excess Enthalpy, and Excess Entropy

Before we go on and apply Eq. 3-35 to describe the partitioning of a compound
between two phases, a few comments arc nccessary on the various partial molar free
energy terms included in Eq. 3-35. First, we rewrite Eq. 3-35 by splitting the term
that expresses the difference in partial molar frec energy of a compound i between its
actual situation in a given solution and its situation in the reference state:
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pe=My + RTlxy + RTlnyi (3-30)

N ide .

TSk partial molar
excess free

energy “ Gl

As already pointed out, ¥ir is 1 if a compound forms an ideal solution. In this rather
rare case, the term RT In¥ie, which we denote as partial molar excess free energy of
compound / in solution £, GE, is 0. This means that the difference between the
chemical potential of the compound in solution and its chemical potential in the
reference state is only due to the different concentration of the compound { in the two
states. The term Rln xi= Sl expresses the partial molar entropy of ideal mixing
(a purely statistical term) when diluting the compound from its pure liquid (x; = 1)
into a solvent that consists of otherwise like molecules.

Let us now have a closer look at this. excess frec energy term. Note that, for simplicity,
in the following and throughout the book we will drop the term “partial molar” and~
just talk about the excess free energy of a given compound in a given molecular
environment, To evaluate the excess free energy term, it is useful to first make some
general comments on the various enthalpic and entropic contributions (Eq. 3-22) to
the free energy of a given compound in a specific molecular environment. We will
do this in a somewhat simplistic way. In brief, the enthalpy term represents all attractions
or attachments of a compound’s molccule to its surroundings. These include inter
molecular interactions as discussed.in Section 3.2 as well as the internal attraction or
bonds (intramolecular forces, e.g., bond energies, see Section 2.2). Thus, the enthalpic
contributions may be thought of as:the “glue” holding the parts of a molecule to its -
surroundings. As we have already pointed out several times, when we are only intercsted
in the partitioning of organic compounds we choose a reference state in a way that
we have only to deal with changes in intermolecular interactions when comparing
the energy of a compound in various molecular environments.

The entropy term is best imagined as involving the “frecdom” or latitude of orientation,
configuration, and transiation of the molecules involved. When molecules are forced
to be organized or confined, work must be done. As a consequence, encrgy must be
spent in the process. Conversely, the more ways the molecule can twist and turn, the
more freedom the bonding electrons have in moving around in the molecular structure,
then the more “randomness” exists. As a result, the entropy terms arc larger. This
leads to a more negative frce energy term (sec Eq. 3-22). By analogy to Eq. 3-22, we
can express the excess free encrgy term in Eq. 3-36 as:

GE=RTInyy=Hy-T-S; (3-37)

where HE and S§ are the (partial molar) excess enthalpy and excess cntropy,
respectively, of the compound i in phase ?. Let us now inspect the enthalpic and
entropic contributions to G for four simple compounds in hexadecane and in water
(Table 3.3). Also shown in Table 3.3 are the corresponding values for the idcal gas
oy phase (i.e., Gi. Hg, Si), which are, of course, identical with the frec energy, the
enthalpy, and the entropy of vaporization of the pure liquid compounds, respectively,
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Table 3.3 Excess Free Energies, Enthalpies, and Entropies of Hexane (apolar),
Benzene (monopolar), Diethylether (monopolar), and Ethanol (bipolar) in the
Ideal Gas Phase, in Hexadecane, and in Water at Infinite Dilution.” All Data at
25°C. Reference: Pure Liquid Organic Compound.

Phase Gil;’)lmsu = H, i%huse - T Si[;:)hasc L’i,fjhz\sc
Compound (i) (kJ.mol™) (kJ . mol) (kJ-mol) (J-mol'K™)
Gas Phase

Hexane 40 = 316 - 27.6 02,6
Benzene 53 = 339 - 28.6 96.0
Diethylether 08 = 271 - 26.3 88.2
Ethanol 63 = 426 - 36.3 122.0

. Hexadecane , L ,

. Hexane 02 = 06 - 08 27
Benzene 04 = 35 - 3.1 9.7
Diethylether 00 = 1.9 - 1.9 64
Ethanol g8 = 263 - 17.5 58.7
Water
Hexane 323 = 04 + 32.7 -109.7
Benzene 194 = 22+ 17.2 -58.4
Diethylether 120 = =197 © + 317 Co 1063

~ Ethanol 32 = -100 + 132 ~44.3

“ Data from Abraham ct al, (1990) and Lide (1995).

which we will discuss in detail in Chapter 4. Here, we just note from the examples
given in Table 3.3 that when considering a compound in the ideal gas state relative to
the pure liquid, both enthalpy costs as well as entropy gains are important in dcter-
mining the overall excess free encrgy. The rather high excess enthalpy and excess
entropy values observed for ethanol can be fully rationalized by the ability of this
bipolar compound to undergo quite strong polar intcractions within the pure liquid
(which is not the case for the other compounds). This results in a stronger “glue”
among the molecules and, therefore, in a higher (positive) 1-1,»';. For the same
reasons, the cthanol molceules have less freedom to move around in their own liquid
phase, which leads to a larger cntropy gain when transferred to the (ideal) gas phase
(where frecdom is maximall).

A very different picture is found for the compounds in hexadecane. Here, the apolar
and monopolar compounds show almost idcal behavior (ie., GE = 0) because in
their own liquids, as well as in hexadecanc, they can undergo only vdW interactions.
In the casc of ethanol, again, a significant enthalpy cost and entropy gain is found,
which can be explained with the same arguments used above for the gas phase. The
absolute H} and T-Sf values are, however, smaller as compared to the gas phase,
because ethanol undergoes vdW interactions with the hexadccane—solvent mole-
cules, and because the freedom to move around in hexadecane is smaller than in the
gas phase.
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Finally, the most interesting, and maybe somewhat puzzling, case is the aqueous
phase. We might perhaps not have guessed that the excess enthalpies in water are
close to zero or even negative for all four compounds, even for the apolar hexanc.
The very high fugacity of hexane in water (as compared to its pure liquid) is therefore
not due to enthalpic reasons. Rather this is caused by a very large negative entropy
contribution. This effect is also significant for the other three compounds (sce Table 3.3).
This significant loss in cntropy when transferring an organic molecule from onc
liquid phase (the pure compound) to another liquid phasc (water) is, at first glance,
rather surprising (compare water with hexadecane). Hence, solutions in water
involve some special intermolecular interactions which we need to unravel when we
want to understand the environmental partitioning of organic compounds. We will
learn more about these secrets in Chapter 5. Our next step here is to demonstrate how
partition constants between two different phases are linked to the corresponding
excess frec energy terms.

Using "Ji‘hermadynamié Functions to Quantify Equilibrium
Partitioning

The next task in our general discussion of cquilibrium partitioning of organic
compounds between two different phases is to visualize how equilibrium partition
constants as defined by Eq. 3-12 are related to the various energy terms discussed in

Section 3.3. Then, we will be interested in the free encrgy term Ay, G, introduced in: ..,

Eq. 3-13, and we will briefly address the effect of temperature on cquilibrium parti-
tioning. Finally, we will make a few comments on some simple linear fiee energy
relationships (LFERs), which, when applied with appropriate caution, are extremely
powerful extrathermodynamic tools (i.e., empirical approaches that cannot be
derived strictly from thermodynamic theory) used to predict and/or evaluate partition
constants of organic compounds in different two-phase systems.

Equilibrium Partition Constants and Standard Free Energy of Transfer

Let us consider a system in which two bulk phases, 1 and 2 (e.g., air and waler, an
organic phase and water), are in contact with each other at a given temperature and
pressure. We assume that the two phases are in equilibrium with each other with
respect to the amounts of all chemical species present in each. We now introduce a
very small amount of a given organic compound i into phase 2 (i.c., the properties of
both bulk phases are not significantly influenced by the introduction of the
compound). A fter a short time, some molecules of compound  will have been transferred
from phase 2 (reactant) to phase 1 (product) as portrayed in Eq. 3-11. At this point we
write down the chemical potentials of i in the two phases according to Eq. 3-36:

Mo = Ui+ RT In xy + RT Inya
* - 3"38
Wi = MHa, + RT In xiz + RT Inyin ( )

The difference between the two chemical potentials (which corresponds to the free
energy of a reaction, see Chapter 12), is then given as:
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Hiy = Miz = RT ln-'x~i-l—+ RT lnl/—'-l- (3’39)

Xi2 Yi2

It is easy to see that at the very beginning of our experiment, 4 will be smaller than
iz (x; < x) and, hence, the difference will be negative. Consequently, a net transfer
of compound i from phase 2 to phase 1 will occur until equilibrium (.., i = fi2) 15
reached. Then, at equilibrium, we obtain after some rearrangement:

n Ky = I _(RTInyn—=RTInyn) (3-40)
Xi2 RT

which is equivalent to:
K"l'r _ eu(RTlnyu - RTlnyn )/ RT
2 =

(3-41)

or. ) , .
[<i12 — e—ArJ.G, IRT

where Kinz is the partition constant on a mole fraction basis. We distinguish this mole
fraction basis by using a superscript prime. Comparison of Eq. 3-41 with Eq. 3-13

reveals that, when expressing the abundance of the compound 7 in mole fractions, the

constant in Eq. 3-13 is equal to 1. Furthermore, and more importantly, we can see
now that the free energy of transfer A12G; equals the difference between the (partial
molar) excess free energies of i in the two phases under specificd conditions:

MG = G ~Gh (3-42)

At this point lct us address the problem of expressing abundance of compounds in a
bulk phase. In environmental chemistry, the most common way to express concen-

trations is not by mole fraction, but by the number of molecules per unit volume, for .

example, as moles per liter of solution (mol- L™, M). This molar concentration scale
is sometimes not optimal (volumes are, for example, dependent on 7" and p, whercas
masses are not; hence, the use of concentration data normalized per kilogram of
seawater is often seen in the oceanographic literature). However, the molar scalc is
widely used. We can convert mole fractions to molar concentrations by:

€= x,-fz_(mol (total mol)™") (3-43)
" V(L (total mol)™)

where Ci is the concentration (moles per liter) of i in phase £ and V, is the molar
volume of the mixture or solution. When we deal with a mixture of several compo-
nents (e.g., organic solvent/water mixtures in Chapter 5) we will generally apply
Amagat’s Law as a first approximation. That is, we assume that the components of
the liquid phasc mix with no change in volume due to intermolecular interactions:

Ve=2xVj (3-44)
J
where x; and V; are the mole fractions and molar volumes, respectively, of the pure

component j. For aqueous solutions of moderately or only sparingly soluble com-
pounds, we can usually neglect the contribution of the organic solute to the molar
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volume of the mixture. This means that we set V, equal to V., the molar volume of
water (Vw =0.018 L-mol™ at 25°C).

Substitution of x; by Cy -V, in Eq. 3-40 then yields the partition constant, K,
expressed in molar concentrations (note that we now omit the prime superscript):

,. V, (RTInyn-RTIny,
In Kip = In-2L = _In Vi _(RTInys n ) (3-45)
Ci Va RT

This is equivalent to:

Vo (RTWnyy —RTIy)/ RT
Kin ‘-‘--:V-—'e (RTInyn Inyiz)

or: ! (3-46)

<l

2 -AuGi/RT

Ky ==¢

=

Comparison of Eq. 3-46 with Eq. 3-13 shows that, when expressing the abun-
dance of the compound i in molar concentrations, the constant in Eq. 3-13 cor-
responds to (V2 /Vi). Note again that this is strictly true only when we consider
infinitely dilute solutions of 7 in the two phases. Note also that onc could debate
whether this constant term should be incorporated into the A12G; term, that is,
A1RGE = ARG, + RTIn(Vi / V2), where AnrGP is the free encrgy of transfer
expressed on a molar concentration base (Vitha and Carr, 2000). In our following
discussions we will, however, use Eq. 3-46 for relating partition constants with free
energies of transfer.

Using the excess free energy, enthalpy, and entropy values given for our four model
compounds in Table 3.3, we can now easily calculate how these compounds partition
between the various phases (i.c., between air and hexadecane, air and water, and
hexadecane and water, respectively) at equilibrium. Table 3.4 summarizes the
results of these calculations. These results reflect, of course, what we have already
discussed above when inspecting the excess energy terms of the compounds in the
various phases. In Chapters 6 and 7 we will address in detail the partitioning of
organic compounds between air and liquids (including water), and organic phascs
and water, respectively. Here we just note again the very important entropy contri-
butions to the overall excess free energy of transfer of a compound i if water is onc of
the phases involved.

Effect of Temperature on Equilibrium Partitioning

So far, we have considered the equilibrium partitioning of an organic compound ala .
given temperature and pressure. Since partition constants are commonly rcported
for only one particular temperature (e.g,, 25°C, as is the case for the data summarized
in Appendix C), we need to be able to extrapolate these values to other conditions of
temperature.

We should note that in most cases in environmental organic chemistry, we can
neglect the effect of pressure changes on equilibrium partitioning. Exceptions migh
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Table 3.4 Air-Hexadecane, Air-Water, and Hexadecane-Water Equilibrium Partitioning of Hexane, Benzene,
Diethylether, and Ethanol: Free Energies, Enthalpies, and Entropies of Transfer, as well as Partition Constants
Expressed on a Molar Base (i.e., mol -L-'phase 1/mol - L-'phase 2)

Phase 1/Phase 2 Ap,G; ALH,; TALS; ApS; K2
Compound (i) (kJ-mol ) (kJ-mol) (kJ-mol) (kJ-mol ™)

Air/Hexadecane

Hexane 42 = 31.0 - 26.8 89.9 2.2 %107
Benzene 49 = 304 - 25.5 85.6 1.7x1073
Diethylether 08 = 252 - 244 81.9 8.7x 107
Ethanol -2.5 = 163 - 18.8 733 3.3 %10
Air/Water

Hexane —28.3 = 32.0 - 60.3 202.3 6.5 x 10!
Benzene -14.1 = 29.7 - 438 147.0 2.1 %10
Diethylether -11.2 = 46.8 - 58.8 1946 7 7 6.6x 1072
Ethanol _ 3.1 = 52.6 - 49.5 16637 2.0x 10"
Hexadecane/Water '

Hexane =325 = 1.0 - 335 1124 3.0x 10
Benzene -190 = 13 - 20.3 68.1 1.3 x 10?
Diethylether ~12.0 = 21.6 - 33.6 112.8 o 77x10°
Ethanol 56 = 36.3 - 307 103.0 6.4 % 107

* Bq. 3-13 with const. = ¥/ / ¥, ; molar volumes at 25°C and 1 bar: Vigestgas = 24.73 L mol"!, Vyoxadenis = 0.293 L - 1ol

© " Vawer =0.018 L-mol"

include cases of very high pressure, as for example, in the deep sea (>200 bar) or in
deep groundwater. For these particular applications we refer to the corresponding
literature (e.g., Prausnitz, 1969; Atkins, 1998).

Here, we confine our discussion to the temperature dependence of partitioning, As a
starting point we consider the differentiation of InK}, (Eq. 3-46) with respect to
temperature:

dInK,, dlnconstant 1 d (AIZGi /T)

(3-47)
dr dT R ar

Let us first look at the temperature dependence of the constant, Using the mole
fraction basis, this constant is equal to 1 and therefore temperature independent if mole
fractions or partial pressures, respectively, are used to express the abundance of i in a
given liquid or in the gas phase, respectively. In contrast, when using molar concentra-
tions, the constant is given by the ratio of the molar volumes of the two phases. These
are, of course, influenced by temperature, However, as a first approximation we may
neglect this relatively small effect (< 10% in the temperature range between 0°C and
30°C), and rewrite Eq. 3-47 as:

dnk,, 1 d(AyG,/7) (3-48)

dT R dar
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Applying the well-known Gibbs-Helmholtz equation (Atkins, 1998), we may
express the right-hand term of Eq. 3-48 as:

1 d[8aGi ! T)_1 Aul, (3-49)
R ar R 17

which leads to another well-known equation, the van t Hoff equation:

dln Ky, _ApH, (3-50)
dT RT?

Note that Eqs. 3-49 and 3-50 are very gencral cquations which also apply, for example,
to describing temperature dependencies of reaction equilibrium constants, as will be
discussed in Chapters 8 and 12 (of course, with the appropriate reaction free encrgy
and enthalpy terms).

If we assume that A H; is constant over a small temperature range (say between 7 -
and T,), Eq. 3-50 can be integrated. The result of this intcgration is:

1 Kun (B) __ Al ( 11 )

Kyp (1) R \T, T

or: (3-51)
’ - | A_IL(L l]
K ()= Ky (1) e ©AR A

Note that by measuring K, values at various temperaturcs, A2 H; can be obtained
from a linear regression (i.e., a least square fit) of In Ky, versus U/T:

Ky, =—2+B (3-52)
T

Since the slope 4 (in K) of the regression line is given by A=ApH IR, the AnHi
value can be obtained by: '

A, H, =R slope A (3-53)

Tt should be pointed out that if one of the phases considered is the gas phase, and if
K, is expressed in molar concentrations (including the gas phase), AwaH; in Egs. 3-51
and 3-53 has to be replaced by AizH; + RTw, where Ty 1s the average temperature
(in K) of the temperature range considered (for details see Atkinson and Curthoys,
1978). Finally, we should note that the temperature dependence of K, (and other
equilibrium constants) over large temperature ranges can be approximated by a
function of the type:

In Ky =a + 973—+ ayIn T+a,T (3-54)

The parameters a,, d,, a3, and a4 are obtained similarly as 4 and B in Eq. 3-53 by
fitting experimental K, data obtained at different temperatures.
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Table 3.5 Effect of Temperature
on Equilibrium Partition Constants
as a function of &yaf1;

K per 10°C increase in tempe-

rature,

A 7”[ Cart Al
(- mol”) Factor
-20 0.75
-10 0.86
0 1.00
10 116
20 1.33
30 1.53
40 1.77
50 204
60 2.36

170 2020 -
. Y hverage Vinerease” (factor) of

AR e
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Table 3.5 gives the average change in Ky, per 10°C increasc/decrease in temperature
for various AwH; values. A much more comprehensive table which is extremely
uscful for assessing the temperature dependence of equilibrium constants as well as
of reaction rate constants is Table D1 in Appendix D.

Using the numbers given in Table 3.5 we can now inspect Table 3.4 in order to get
some feeling of the temperature dependency of partition constants. Except for the
hexadecane/water partitioning of hexanc and benzene, there is a significant effect of
temperature on the partition constants, particularly if one of the phases is the gas
phasc. For cxample, the air/water partition constant of dicthylether is about 4 times
larger at 25°C as compared to 5°C (At = 46.8 kJ.mol"). As we will sce later in
various other chapters, in cascs in which equilibrium is not established, temperature
may have an important effect on the direction of fluxes of compounds between envi-
ronmental compartments.

Using Linear Free Energy Relationships (LFERs) to Predict and/or to Evalu-
ate Partition Constants and/or Partition Coefficients

We conclude this section by a few general remarks about extrathermodynamic
approaches. These quantitative methods involve cmpirical approaches that cannot
be derived strictly from thermodynamic theory. They are widely used to predict and/
or to cvaluate partition constants and/or partition coefficients (see Box 3.2 for
nomenclature) of organic compounds. There arc many situations in which some of
the data required to assess the partitioning behavior of a compound in the environ-
ment are not available, and, therefore, have to be estimated. For example, we may
need to know the water solubility of a given compound, its partition coefficient
between natural organic matter and water, or its adsorption constant from air to a
patural surface. In all these, and in many more cases, we have to find means to
predict these unknown entities from one or several known quantities.

The basic idea behind the most common approaches used for predicting partition
constants (including vapor pressure and water solubility or partition cocfficients) is
to express the (unknown) free energy of transfer, A12Gi, of a given compound in the
two-phasc system of interest by one or scveral other (known) free energy terms cho-
sen in a way that these terms can be lincarly related to A12Gi. We will encounter and
discuss such linear free energy relationships (LFERs) in various other chapters of
this book. Here we will confine ourselves to some general remarks sketching the
basic idea. It should be pointed out that, in practice, such LFERS are sometimes used
without the necessary caution. Our considerations of molecular interactions and our
discussion on the excess cnergy terms of organic compounds in various phases will
help us throughout the book to develop a more critical attitude toward such LFERs,
which is necessary for a proper application of these powerful tools.

To illustrate, we first consider a simple one-parameter LFER approach that is very
widely used and, unfortunately, often also abused in environmental organic chemis-
try. In this approach, a lincar relationship is assumed between the free cnergies of
transfer of a scrics of compounds in two different two-phase systems:

A, G; = a- Ay, G, + constant (3-55)
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Box. 3.2 Partition Constants, Partition Coefficients, and Distribution Ratios, A Few Comments on
Nomenclature

In the literature there is sometimes a certain confusion about the proper use of the terms “partition constant,”
“partition coefficient,” and “distribution ratio.” Throughout this book, we will use these terms in the following way.
We will talk of a partition constant or a partition coefficient when we consider only one chemical species in each
phase. Thereby, we will reserve the term partition constant for those cases where we deal with the equilibrium
partitioning between two well-defined phases, wherc we can be sure that the proportionality factor between the
concentrations in the two phases is actually a concentration-independent constant at given conditions. Exaniples
include the air—pure surface partition constant (Chapter 4), the air—pure water partition constant (Chapter 6), and the
n-octanol-water partition constant (Chapter 7). In all other cases where this proportionality factor may vary
somewhat with different related phases, we will talk about a partition coefficient. A prominent examplc is the natural
organic matter—water partition coefficient that we will discuss in Chapter 9. Furthermore, we will use the very
general term “distribution ratio” when we deal with situations where we just want to express the ratio of total
concentrations of a given chemical in two phases. Examples include the equilibrium disiribution ratig“of organic
acids or bases in air-water, organic solvent-water, or natural organic matter—water systems (wherc these compounds
may be present both as neutral and charged species (Chapters 8 and 9), and the natural solid-water distribution ratio
of a chemical where various different sorption mechanisms may be responsible for the presence of the compound v
the solid phase (Chapter 11). Finally, we should note that several other terms including “distribution constants,”
“distribution coefficients,” and “accumulation factors” are often used in the literature to describe partitioning. We
will generally not use these terms except for our discussion on bicaccumulation, where we will adopt the commonly
used “bioaccurnulation factor” (Chapter 10). ' ‘ '

where very often one of the phases is the same in the two systems (e.g., 2 = 4). In
terms of partition constants/coefficients, Eq. 3-55 can be written as (sce Eq. 3-46;
note that decadic instead of natural logarithms are commonly used):

logK ), = a-10gK;,, + constant’ (3-50)
Table 3.6 gives some prominent examples of such LFERs. Notc that in all cases
indicated in Table 3.6, the two systems related by the LFER have one phase in common
(i.., air, water). As should be evident from our basic considerations of molccular
interactions, such LFERs can work properly only if various criteria are fulfilled.
Important aspects that have to be taken into account include the type of molecular
interactions that the compounds considered may undergo in the various phascs, as
well as the factors that determine the free energy costs of cavity formation, if bulk
liquid phases are involved. Hence, for example, it should not come as a big surprise
that very poor correlations are generally found when lrying to relate partition
constants/coefficients of a series of compounds of different polarities between two
systems that contain phases cxhibiting very different properties (¢.g., air/hexadecanc
and air/water partitioning). On the other hand, rather good correlations can be
expected when considering two similar systems (c.g., two organic phasc/waler
systems), particularly when choosing groups of compounds that undergo the same type
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Table 3.6 Examples of Simple One-Paramcter Linear Free Energy Relationships
(LFERs) for Relating Partition Constants and/or Partition Coefficients in Different
Two-Phase Systems (Including the Pure Compound as Phase)

Partition Constants/Coefficients Discussed
\ LFER . ‘
Correlated in Chapter

Octanol-water partition constant
and aqueous solubility of the pure logK,,, =—a logC + b 7
liquid compound

Natural organic carbon—-water

partition coefficicnt and log K, =a-logK, , +b 9
octanol-water partition constant

Lipid—water partition coefficient
and octanol-water partition log K
constant ' o

::‘a-logK. +b 10

itipw iow
Air-solid surface partition _
#
constant and vapor pressure of the log Kins = a-logpi. + b 11
pure liquid compound :

Air—particle partition coefficicnt

and air-octanol partition constant log Ky, = a10gKy, + 0 I

iap

of interactions in a given phase. In these cases, an LFER established from a sct of
compounds with known partition constants /cocfficients in both systems (from
which the slope ¢ and the constant term in Eq. 3-56 can be determined by a linear
regression analysis) can be used with good success to predict partition constants/
cocfficients of compounds for which the partition constants/cocfficients are known
only in onc of the systems considered (c.g., prediction of natural organic mattcr—-
water partition cocfficients {rom octanol-water partition constants, see Chapter 9).

However, LFERs of the type of Eq. 3-56 may not only be used as predictive tools;
they may also serve other purposes. For example, they may be very helpful to check
reported experimental data for consistency (i.e., to detect experimental errors).
They may also enable us to discover unexpected partitioning behavior of a given
compound, for example, if a compound is an outlier, but, based on its structure, is
cxpected to fit the LFER. Finally, as will be discussed in various other chapters, if
for a given set of model compounds such LFERs have been established for various
two-phase systems, where onc of the phases is not very well characterized (c.g.,
various natural organic matter—water systems, different atmospheric particle—air
systems), the slopes a of the respective LFERs may yield some important informa-
tion on the naturc of the phases considered (e.g., to detect differences or similarities
among the phases).

A second, very different general approach to predict the partition constant of a com-
pound in a given two-phase system assumes that the free energy of transfer term for
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the whole molecule can be expressed by a linear combination of terms that describe
the free cnergy of transfer of parts of the molecules (at the cxtreme of the atoms of

which the molecule is made up):

AnG; = 3 A1aG o + special interaction terms (3-57)

parts

Stated in terms of partition constants, this becomes:

log Kiiz = 3, Alog Kpanernz -+ special interaction terms (3-58)

parts
The special interaction terms are necessary to describe intramolccular interactions
between different parts of the molecule that cannot be accounted for when considering
the transfer of the isolated parts. Obviously, this type of approach has a big advantage
in that it allows one to estimate a partition constant based solely on the compound’s
structure. Good results can be anticipated particularly in those cases where the partition -
constant of a structurally closely related compound is known, and thus only the
contributions of the parts that.are different between the two compounds have to be
added and/or subtracted, respectively. The most advanced and most widely used
method that is based on this concept is the structural group contribution method for
estimating octanol-water partition constants. We will discuss this method in Chapter 7.

Finally, we should note that there are a series of more sophisticated methods available
that may be used for estimating partition constants. We will discuss the most
promising approaches that aré based on a direct quantification of molecular interac- -
tions later in the following chapters. :

Concluding Remarks

" The goal of this chapter was to take a first glimpse at the molecular interactions that
govem the partitioning behavior of organic compounds between gascous, liquid,
and solid phases, and to recall how simple thermodynamic concepts, in particular,
chemical potential, can be used to quantify equilibrium partitioning. In the following
chapters, we will discuss important measurable quantities that we need to know
when assessing environmental partitioning of organic chemicals. We will continue
our effort to visualize the molecule:molecule interactions as well as the freedom of
motion of the molecules in a given phase, in order to understand the enthalpic and
entropic contributions to the free energy status of the molecules of a given
compound in a given molecular environment relative to the purc liquid compound
(which we have chosen to be our reference state). By doing so we will hopefully
improve our ability to rationalize how pertinent compound properties arc related to
the compound’s structure. It is very important to realize that developing some skills
in structure-property considerations is essential for a critical evaluation of experi-
mental data, and, particularly, for a proper use of predictive tools (¢.g., LFERs) used
to estimate such properties when experimental data are not available.
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Using Partition Constants/Coeflicients to Assess the
Equilibrium Distribution of Neutral Organic Compounds
in Multiphase Systems

Our final task in this chapter is to demonstrate how partition constants/cocfficients
can be used to calculate the cquilibrium distribution of a compound i in a given
multiphase system. As already pointed out earlier, for simplicity, we consider only
neutral species. As we will see in Chapter 8, the equilibrium partitioning of ionogenic
compounds (i.e., compounds that are or may also be present as charged species, as,
for example, acids or bases) is somewhat more complicated to describe. However,
the general approach discussed here is the same.

We start out by considering a very simple example, the partitioning of a compound i
between two bulk phases 1 and 2 exhibiting the volumes ¥ and ¥,. As discussed
in the previous section, at equilibrium the molar concentrations C;y and C, of i in
the two phases arc related by the corresponding equilibrium partition constant/
cocfficients:

- Kip =

(3-59)

{2

It is now easy to see that we may calculate the fraction of the total amount of i
present at equilibrium in phase 1, /, simply by:

o= mass of i in phase I _ Ci- W (3-60)
total mass of i Ci Vit+tCa-Va

Dividing the numerator and denominator of the right-hand side of Eq. 3-60 by
(Ci - W) yields: ‘

f = 1

fo=—— i

TR (3-61)
Ca W

By substituting Eq. 3-59 into Eq. 3-61 and by defining the (volume) ratio of the two
phases r, = V|/V,, one obtains:

S — (3-62)

and analogously for the fraction of i in phase 2:

1
~1+Kuz"’12

A (3-63)

Of course, in a two-phase system, f;, + /i, must be equal to 1 (which can be casily
checked). Note that Egs. 3-62 and 3-63 are also valid if onc of the phascs is a solid
(c.g., solid—water partitioning in a lake or in an aquifer, or solid—air partitioning in
the atmosphere). In such cases, K;;, is often expressed by the ratio of mole of 7 per
mass of solid concentration and mole of / per volume concentration, and therefore,
ri»1s then given by the ratio of the mass of solid and the volume of the bulk liquid or
gas phase present in the system considered.
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The equations derived for calculating the fractions of total  present in each phase at
cquilibrium in a two-phase system (Egs. 3-62 and 3-63) can be easily extended to a
multiphase system containing n phases (e.g., to a “unit world”). If we pick one phase
(denoted as phase 1) as the reference phase and if we use the partition constants of ;
between this phase and all other phases present in the system:

Cu (3-64)

in(n#1)

Kitner) =

then, the fraction of  in phase 1 is given by:

1
f“.—_._—n——r-—l—- (3-65)
1+ 3 c—
=28y, Ty

Note that the partition constant/coefficient of i for any other two phases in the system
can be calculated from the Ky, ey values. Thus, for example, K53 is given by:

Kigs = Co_Col Gy _ Kus (3-66)
Ci Cul Cz2 K

Obviously, as is demonstrated by Illustrative Example 3.1, since any of the phases

can be chosen as phase 1, Eq. 3-65 can be used to calculate the fraction of total i at

equilibrium in each of the phases present in the system.

Ilustrative Example 3.1

/=naphthalene

K(aw = 10—!.76
Kil‘w = Kiow = 10336
Faw = { 0"3

Fe = 10—3

The “Soup Bowl” Problem

** Problem

- A covered soup bowl contains 1 L of a very diluted, cold soup (25 °C), 1 L. of air, and a
floating blob of fat of a volume of 1 mL. The system also contains 1 mg of naphthalene.
" Bstimate the amount of naphthalene you would ingest if you were to eat only the fat
. blob. Assume that equilibrium is established. ‘

In the Appendix C you find the air-water partition constant (K,,) of naphthalene
and its octanol-water partition coefficient (Kiow) that you use as surrogate for the
fat—water partition cocfficient, K,). Note that these entities arc given as ratios of
molar concentrations. Use the fat (octanol) as phase 1 and calculate the fat-air
(octanol-air) partition constant, K,

Insertion of Kig,, Kiay rys ' into Eq. 3-65 yields the fraction in the fat blob:
. 1
Ja= 1 1 1 1 1
) + 103.36 ' 10—3 + 105.12 ’ 10-—3

=07

Hence, you would take up 0.7 mg of the 1mg total naphthalene if only eating th¢ fal

blob, or you would take up only 0.3 mg when leaving the fat blob, and just eating th¢

soup (the part in the air can more or less be neglected).
——
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Questions and Problems

Questions

Q3.1

Give at least 3 reasons why, in environmental organic chemistry, it is so important to
understand the equilibrium partitioning behavior of a given organic compound
between gaseous, liquid, and solid phases.

Q3.2

How is the equilibrium partition constant defined? To which thermodynamic
function(s) is the partition constant related, and which molecular factors determinc
its magnitude, in the case of

() Partitioning between the gas phase and a bulk liquid?

(b) Partitioning between the gas phase and the surface of a condensed phase?
(c) Partitioning between two bulk liquid phases?

(d) Partitioning between a bulk liquid and a solid surface?

Q3.3

Give at least three examples of environmentally relevant classes of (a) apolar,
(b) monopolar, and (¢) bipolar compounds. In the case of the monopolar compounds,
indicate whether they are electron donors (H-acceptors) or electron acccptors.
(H-donors).

Q34

Fig. 3.4 shows that when plotting the air—pure liquid compound partition constants
of a large number of chemicals versus their dispersive vdW parameters, the apolar
and monopolar compounds fall more or less on one line, while the bipolar com-
pounds do not show this behavior. Explain these findings. For which kind of bulk
liquids (give examples) would you expect that in a similar plot, a// compounds
(including the bipolar ones) should fit one line?

Q35

The apolar compound n-hexane is considered to be quite szydrophobic (“water-hating”).
Does this mean that there are repulsive forces between hexane and water molecules?

Q3.6

One of your friends has difficulty understanding what the chemical potential of a
given compound in a given system expresses. Try to explain it in words to him or
her. What do the quantities fugacity and activity describe? How are they related to
the activity coefficient?

Q3.7

Somebody claims that the activity coefficient of n-hexane in water is close to 1.
Table 3.2 indicates, however, that this is not at all true, but that ¥, of hexane is
460000! Why could this person also be right?
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Q38

What are the advantages and disadvantages of choosing the pure liquid compound as
reference state?

Q3.9

o)

2-butanone ( )k/ ) is an important chemical intermediate. When using the pure
liquid compound as reference state, in which solvents (give examples) would you
expect that this compound has an activity coefficient of (a) close to 1, (b) smaller
than one, and (c) larger than one? (Table 3.2 might be helpful.)

Q 3.10

Which thermodynamic function needs to be known for assessing the temperature
dependence of equilibrium partitioning? How can this function be derived from
experimental data? What caution is advised when extrapolating partition constants
from one temperature to another temperature?

Q 3.11

Explain in words the basic idea behind simple one-parameter LFERs for cvaluation
and/or prediction of equilibrium partition constants. What are the most common
approaches? What are the dangers when using such LFERs?

Q 3.12

In Table 3.6 some simple LFERs relating partition constants/coefficicnts are given.
These include vapor pressure and water solubility. Why arc these properties, in
principle, also partition constants? What is the difference to other partition constants?

Problems

P 3.1 How Much of the Benzene Initially Present in a Water Sample Has
Partitioned into the Headspace of the Sampling Flask?

You are the boss of a commercial analytical laboratory and your job is to check all
results before they are sent to the customers. One day you look at the numbers from
the analysis of benzene in BTEX (see Chapter 2) contaminated groundwater samples.
For a given sample, your laboratory reports a benzene concentration in water of
100 ug L.

Knowing the problems associated with the analysis of volatile organic compounds,
you inquire about the handling of the samples. Here we go! The samples (100 mL)
were put into 1 L flasks, which were then sealed and stored at 5°C for several days.
Then, in the cooling room, an aliquot of the water was withdrawn and analyzed for
benzene. What was the original concentration of benzene in the water sample?
Assume that equilibrium is established between the gas phase and the water and
neglect adsorption of benzene to the glass walls of the bottle. The data required to
answer this question can be found in Table 3.4.

e
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Vapor Pressure

Introduction

Transport and transformation processes in the atmosphere are among the key
processes that govern the distribution and fate of organic chemicals in the
environment. In addition, other gaseous phases, such as air pockets in unsaturated
soils or bubbles in biological water treatment facilities, may significantly influence
the behavior of organic compounds in natural or engineered systems. Hence, onc
important aspect in our treatment of the partitioning of organic compounds in the
environment is the quantitative description of how much a compound likes or
dislikes being in the gas phase as compared to other relevant (condensed) phases. In
this chapter, we will focus primarily on the equilibrium partitioning of an organic
compound between the gas phase and the pure compound itself. That is, we will treat
the (saturation) vapor pressure of organic compounds.

The vapor pressure of a compound is not only a measure of the maximum possible
concentration of a compound in the gas phase at a given temperature, but it also
provides important quantitative information on the- attractive forces among the
compound’s molecules in the condensed phase. As we will sce below, vapor pressure
data may also be very useful for predicting equilibrium constants for the partitioning
of organic compounds between the gas phase and other liquid or solid phascs.
Finally, we should note that knowledge of the vapor pressure 1s required not only to
describe equilibrium partitioning between the gas phase and a condensed phase, but
also for quantification of the rate of evaporation of a compound from its pure phase
or when present in a mixture. :

In the following sections, we will first look at some thermodynamic aspects
concerning the vapor pressure of organic compounds (Section 4.2). This
theoretical background will not only enable us to assess vapor pressure data at
any given temperature, it will also allow us to deepen our insights into the
molecular interactions between organic compounds that we started to discuss in
Chapter 3. Note that in Section 4.3, we will introduce a simple model for
quantification of molecular interactions that we will continuc to use in the
following chapters.

Theoretical Background

To begin, it is instructive to visualize what the molecules of a substance do (o
cstablish an equilibrium vapor pressure. We can do this by using a kinetic-molecular
description, where we consider the case in which the rate of evaporation balances
the rate of condensation. Let us consider a condensed purc compound (cither liquid
or solid) in equilibrium with its vapor phase (see Fig. 3.90). At a given temperature,
a certain number of molecules thermally jostling about in the condensed phasc will
continuously acquire sufficient energy to overcome the forces of atraction to their
neighboring molecules and escape from the condensed phase. Meanwhile in the
vapor phase, there will be continuous collisions of some vapor molccules with the
surface of the condensed phase. A fraction of the colliding molecules will have $o
little kinetic energy, or will dissipate their energy upon collision with the condensed

L &1V R DRP BN v;;iy;nk;;xggmfw
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surface, that rather than bounce back into the vapor phase, they will be combined
into the condensed phase. At a given temperaturc, these opposing processes of
evaporation and condensation rcach an equilibrium state that is controlled primarily
by molecule-molccule attractions in the condensed phase and is characterized by the
amount of molecules in the vapor above the condensed phasc. This gas phasc
amount is expressed as the equilibrium vapor pressure, pi, of the compound i.
Recall that we use the superscript * to denote that we look at the (partial) pressure
excrted by the compound’s molecules at saturation. Furthermore, note that when we
speak of the gas phase, for simplicity, we are assuming that all compounds behave
like an ideal gas. This means that we do not consider the composition of the gas
phase. Thus, it does not matter in the following whether the gas is air (mostly N,
and O,), an inert gas such as helium or argon, or the saturated vapor of the compound
itself. In all these cases, we assume that the various species present in the gas phase
do not “fecl” ecach other. This is not appropriate for situations under “high pressure”
(>10 bar), as would be secn for gas phases in the occan or decp groundwater (c.g.,
greater than 100 m below the water surface) or in pressurized reactors. In such cascs,
the deviations from ideality begin to exceed about 5% and molecule:molecule
interactions must be considercd (see Prausnitz, 1969).

From daily life, we know that at ambient conditions of temperature (c.g., 25°C) and
pressure (e.g., 1 bar), some organic chemicals are gases, some arc liquids, and others
are solids when present in their pure form. It may perhaps be somewhat trivial, but
we should recall that when we talk about a pure chemical, we mean that only
molecules of that particular compound arc present in the phase considered. Hence, in
a pure gas, the partial pressure of the compound is equal to the total pressurc. As
already addressed to a certain extent in Chapter 3, a pure compound will be a liquid
or a solid at ambient conditions, if the forces between-the molecules in the
condensed phasc are strong enough to overcomne the tendency of the molccules to [ly
apart. In other words, if the enthalpy terms (which reflect the “glue” among the
molecules in the liquid) outweigh the entropy terms (which is a measure of
“freedom” gained when going from the liquid phase to the gas phase), then one has
a positive free energy term and the material will exist as a liquid or solid.
Converscly, if this frec cnergy term is negative, then the compound is a gas at given
conditions (¢.g., 25°C and 1 bar). This is illustrated by the serics of n-alkanes, where
the Cp-C, compounds arc gascs, the Cs-Cyy compounds are liquids, and the
compounds with more than 18 carbon atoms are solids at 25°C and 1 bar total
pressure (Fig. 4.1.) This family of hydrocarbons exhibits a vapor pressure range of
more than 15 orders of magnitude ranging from 40.7 bar or 4.07 X 109 Pa (C,Hy)
down to about 107" bar or 107 Pa (n—CyHg,). Note that there is no vapor pressurce
defined for methane at 25°C because methane cannot exist in a defined condensed
form at this temperature, even at a very high pressure (sce below). In the following,
we will use these n-alkanes to illustratc some important general points.

Aggregate State and Phase Diagram: Normal Melting Point (1),
Normal Boiling Point (T,,), and Critical Points (T, p},)

According to the Gibbs phase rule (number of degrees of freedom = number of
components — number of phases + 2; sce Atkins, 1998), for a system containing a
single chemical distributed between two phases at cquilibrium, there is only one
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Figure 4.1 Vapor pressure at 25°C
of n-alkanes as a function of chain
Jength. The subcooled liquid vapor
pressures have been calculated by
extrapolation of py valucs deter-
mined above the melting point
(Bq. 4-8). Data from Daubert
(1997) and Lide (1995).
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degree of freedom. Therefore, by choosing a temperature of interest (L.c., using the
one degree of freedom), everything else is fixed. Here, the vapor pressure of the
compound in the gas phase is fixed. This dependence of vapor pressure on tern-
perature can be conveniently diagramed in a pressurc—temperature plot (Fig. 4.2).
Such a “phase diagram” also identifies some important single temperature/pressure
points. The diagram also allows us to assess the aggregate state (i.c., solid, liquid,
gas, supercritical fluid) of the compound under various conditions of tempcrature
and pressure. Let us look at this phase diagram more closely by using four n-alkanes

(Table 4.1) as illustrative examples. '

First we inspect the normal melting points (T.,) of the compounds. Note that because
7., T, and 7, already have a subscript denoting that they are compound specific
parameters, we omit the subscript i, T, is the temperature at which the solid and the
liquid phase arc in equilibrium at 1.013 bar (= 1 atm) total external pressure. At 1 bar
total pressure, we would refer to T;, as standard melting point. As a first appro-
ximation, we assume that small changes in pressure do not have a significant impacl
on the melting point. Extending this, we also assume that T, is equal to the friple
point temperature (T,). This triple point temperature occurs at only one sct of
pressure/temperature conditions under which the solid, liquid, and gas phase of 4
pure substance all simultancously coexist in equilibrium.

Among our model compounds (Table 4.1), only n-cicosane has a T, value that is
above 25°C; that is, it is the only alkane in this group that is a solid at room
temperature. The three other compounds have much lower melting points, which

“means that, in these cases, we would have to Jower the temperature at least (o

-29.7,-138.4, and ~182.5°C in order to “freeze” n-decane, n-butane, and methane,
respectively.

Let us now perform a little experiment with n-eicosane. We place pure (solid)
n-eicosane at 25°C in an open vessel (vessel 1, Fig. 4.3a) and in a closed vessel
(vessel 2, Fig. 4.3b). In the open vessel we have an ambient total pressure of 1 atmor
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Table 4.1 Normal Melting Points (7,), Normal Boiling Points (T,), and Critical Points (T}, pj) of some
n-Alkanes. Note that temperatures are given in °C and not in K*

Location of Ambient

Cornpound g fy e P i Temperature (i.e., 25°C in Aggrt%‘:gcs tate
(°C) (°C) (°C) (bar) Fig. 4.2 (T)...T4) at 2.
Mcthane (CHy) ~182.5 -164.0 -82.6 46.04 Ty £as
n-Butane (C,H,0) -138.4 ~0.5 152.0 37.84 T, gas
n-Decance (CyoHgn) -29.7 174.1 3445 21.04 T, liquid
n-Bicosane (CygHyz) 36.8 343.0  496.0 11.60 T, solid

“ All data from Lide (1995).

Figure 4.2 Simplified phase diag-
nm of a pure organic chemical,
Note that the boundary between
the solid and liquid phase has becn
drawn assuming the chemical’s
melting point (7,,) equals its triple
point (7;), the temperature—press-
ure condition where all three pha-
ses coexist.) In reality, 7, is a little
higher than 7) for some compounds
and a little lower for others.
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1.013 bar (exerted mostly by the nitrogen and oxygen molccules in the air). In
contrast, in the closed vessel, we start out with a vacuum, that is, we allow no
molecules other than eicosane in this vessel. Now we wait until equilibrium between

the solid and vapor phase is reached, and then we measure the partial pressure of

n-cicosane in the gas phase in each vesscl. In the closed vessel, the total pmssu[ ¢ will
be equal to the vapor pressure, p,s, of solid cicosane. At 25°C this is 107 bar or
10°* Pa. In our phase diagram in Fig. 4.2, this plessurc,/tcmpuamlc, point is
represented by the point on the bold line at 77. Now the question is: What is the

partial pressure of cicosane in the gas phase in equilibrium with the solid phase in
the open vessel 1? Is it also equal to pj,? The answer 1s yes because, particularly in
the case of a solid compound, for pressures less than about 10 bar the total system
pressure has a small influence on pj. In general, at pressures near 1 bar we can
assume that the difference in the partial pressures between the situations depicted by
Figs. 4.3a and b will be less than 0.5% for most organic compounds (Atking, 1998).
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1.013 bar

!

solid c\>r liquid

vapor

solid ér liquid

Figure 4.3 Open (a) and closed (b)
vessel containing a pure condensed
phase and a vapor phase. In case
(a) the total pressure (1 bar) is
exerted by the compound mole-
cules, and by other gaseous specics
(e.g., O, N,) that do not signi-
ficantly alter the composition of
the condensed phase. In case ()
the total pressure is equal to the
partial pressure of the compound
molecules; that is, there are no
other gaseous species present,

Note, however, that in the open vessel the compound would vanish because
molecules could continuously leave the vessel and thus would have to be reple-
nished from the condensed phase to keep a constant saturation vapor pressure.

Returning to our experiment, if we now increase the temperature, then we observe
that p; of n-eicosane increases. In our phase diagram, we move on the solid line
from T, toward T,,. At T,,, the compound melts and becomes a liquid. Above T, a
further increase of temperature leads, of course, to a further increase of the vapor
pressure which we now denote as p} , indicating that we are now dealing with the
vapor pressure of a liguid (L) compound (e.g., pressure/temperature point at 7, in
Fig. 4.2). We continue to raisc the temperature until pj; reaches 1 atm (1.013 bar),
which equals the total external pressure in vessel 1. Now we have a very different
situation in vessel 1 as compared to vessel 2. In the open vessel 1, the compound
boils, while in vessel 2, boiling cannot occur (there is no escape for the molecules).
The temperature, T;, at which pj is 1 atm is referred to as the normal boiling point
temperature (or standard boiling point temperature, if pj, is 1 bar). Note that, .
historically, the standard pressure has been taken to be 1 atm (1.013 bar) and that,
therefore, most T, values are still reported -as normal boiling points, which arc
somewhat higher than the standard boiling points. However, for practical purposes,
we will neglect these small differences and just refer to the boiling point, Ty. The
boiling point of n-eicosane is 343°C (Table 4.1). We should recall that boiling means
that in an open system, vaporization can occur throughout the bulk of the liquid and
the vapor can expand freely into the surroundings. Hence, in contrast to the melting
point, the boiling point of a compound depends strongly on the external pressurc. A
well-known example illustrating this fact is the boiling point of purc water. This is
100°C at 1.013 bar; but at lower pressures such as would apply on the summit of Mt.
Everest (0.357 bar external pressure), pure water boils at lower temperatures (about
73°C on Mt. Everest, which renders cooking rather tedious!).

At temperatures above the boiling point (e.g., T5), at a given external pressure (¢.g.,
1.013 bar) a compound exists only in the gas phase. For ambient temperatures, this is
the case only for a limited number of organic chemicals. Examples are n-butane and
methane, which have boiling points of ~0.5 and —164°C, respectively (Table 4.1).
Other examples include some of the halogenated methanes such as the pesti-
cide methyl bromide (CH,;Br), or some of the freons (e.g., CCLF,, CCIF,; sce
Appendix C).

"In contrast to the open system, in our closed system (Fig. 4.3b) we can increasc the

temperature above the boiling point and create a situation wherc we have a vapor
pressure, py , of greater than 1.013 bar. We take advantage of this fact, for cxample,
in pressure cookers or autoclaves, which allow us to cook food or kill bacteria at
elevated water temperatures. In such a case, we still have both a liquid and a gas
phase (e.g., pressure/temperature point on bold broken line and Ty in Fig. 4.2). We
then commonly refer to the liquid phase as being a superheated liquid. For gases at
ambient temperature, this means that, in order to be able to store them as liquids (for
example, in a pressurc bottle) we have to increase their partial pressure in the gas
phase until we reach the vapor pressure of the superheated liquid. For n-butane
(which we use, for example, as fuel for barbeque) this pressure is 2.5 bar and for
CCLF, (a freon that has been widely used as a propellant and foaming agent) the
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corresponding pj valueis 5.6 bar at 25°C (see Appendix C). In the case of methane,
however, we would encounter some serious difficultics if we tried to condense this
compound to a liquid at 25°C. Before we try to understand this problem with

methane, we first continue our experiment with n-cicosane in the closed vessel. 1f

we continue to raise the temperature, we build up more and more molecules in the
gas phase (increasing the gas density) at the same time as we continuously decrease
the density of the liquid. Finally, we reach a point where the density of the vapor is
equal to that of the remaining liquid, meaning that we do not have two
distinguishable phases anymore. This pressure/temperature point is called the
critical point of the compound (7,, pi, see Fig. 4.2). For n-cicosane, the
corresponding 7¢ and pj; values are 496°C and 11.6 bar, respectively. Above these
values the compound exists only as one phase, which is commonly referred to as
supercritical fluid. Methane has a critical temperature of —82.6°C (Table 4.1).
Hence, liquid methane will exist only below this temperature. In our phase diagram
this means that methane belongs to thoseé tather few chemicals for which the ambient
temperature is above T, (c.g., 7y in Fig. 4.2). Other prominent examples of such
chemicals are O, (7, =-118.6°C) and N, (T, = -147°C.)

Before we twrn to a quantitative description of the vapor pressure—temperature
boundaries, we need to define one important additional vapor pressure valuc: the
subcooled liquid vapor pressure of a compound. Imagine what is happening if we

cool liquid eicosane from an elevated temperature (e.g., 75 in Fig. 4.2) to a-

temperature below its melting (or frcéziﬁ\g) point (e.g., 7' in Fig. 4.2). Above the
melting point (7}, = 36.8°C) we observe a decrease in p}, according to the solid line
describing the liquid-gas boundary. Below the melting point we follow another solid
line now describing the solid-gas boundary until we reach p (7). We note that,
below the melting point, the decrease in vapor pressure with decreasing temperaturc
is steeper than in the region above the melting point, where the compound is a liquid.
This finding can be rationalized by recognizing that the energy required to transfer
molecules from the solid to the gas phasc is higher than transferring them from the
corresponding liquid to the gas phase. Hence, below the melting point, if we
continued to move along the liquid-gas boundary (dashed line in Fig. 4.2) at T\, we
would have rcached another vapor pressure value, pj, which is larger than the
corresponding pj; of the solid compound (examples in Fig. 4.1). This pj value,
which is referred to as the vapor pressure of the subcooled liguid, is an important
entity, because it tells us something about the molecular interactions of the
compound in its purc liquid at a temperature where the compound is actually a solid!
At this point it might be somewhat unclear why this is so important to know.
Knowledge of the propertics of the subcooled liquid compound are necessary for
understanding and quantifying the molccular situations in environments in which
molecules exist in a liquid state (c.g., dissolved in water), although they would be
solids if pure. This is a major reason why we have chosen the pure liquid compound
as reference state for describing partitioning processes.

Thermodynamic Description of the
Vapor Pressure—Temperature Relationship

Liquid-Vapor Equilibrium. In order to quantify the vapor pressure—temperature
relationship (bold line in Fig. 4.2) we start out by considering the liguid—vapor



104

Vapor Pressure

equilibrium. To this end, we first write down the chemical potentials of a given
compound  in the gas phase and in its pure liquid, respectively (see Eq. 3-36; note
that x;, = p;/p°):

Wig = Wil + RT In (pi / p°)+RT Iny,, ‘ (4-1)
i, = i, + RT In xi. + RT Inya, (4-2)

where p’is the standard pressure (1 bar), and RT In ¥, is the excess free energy of
the compound, G, in the gas phase (see Chapter 3).

Note that for the pure liquid (Eq. 4-2) we explicitely show both the ideal mixing
entropy term (RT In x;) and the excess free energy term (RT In y;), although these
two terms are both equal to zero, when we choose the pure liquid to be our reference
state. We do this to show that we are dealing here with a partitioning process, and we
must consider both forms of the chemical of interest relative to the same reference.
The amount of the compound in the gas phase is described by its partial pressure, p;.
Note also that, without writing it down explicitly, we always have to divide any
concentration terms by the corresponding standard concentration in the reference -
state. For the gas phase, we have chosen a standard pressure, pf, of 1 bar since that
is close to the pressure we usually have on the surface of the carth. At liguid—vapor
equilibrium (i.c., W, = W; ), at a given temperature we then obtain:

b P (RTIny, ~RT Iny,,)

4.3
XiL RT (4-3)

Substituting p,/x,L by pi - (the saturation vapor pressure of the pure liquid
compound since x;=1) and by realizing that in this case, A2G; (see Eq. 3-46) is
simply given by GE (the excess free energy of the compound in the gas phasc; see
examples given in Table 3.2) we may rewrite Eq. 4-3 as:

GE =—RTIn(pi./ p°) (4

By denoting GE as A,,,G;, the free energy of vaporization of the 11qu1d Lompound
and by omitting to write down every time that we have to divide pr. by p° (whichis -
commonly 1 bar), we get:

AvipGi =~RTn pp, (4-5)

From Eq. 4-5 we can see that A,,G; will be positive at temperatures at which the
vapor pressure is smaller than the standard pressure (i.c., 1 bar), which is, of course,
the case at temperatures below the boiling point. At Ty, p} = p°, and therefore:

~RTIN =080, G (F,) = Mg H (1) =T, -8, 8,(T;)
or: (4_())
Tb ' AvupSﬂ'(Yi)) = Avup[{i(’];))

Hence, at the boiling point, the compound molecules in the liquid state can “fly
apart” because their gain in entropy on vaporizing now matches the enthalpic

R T T T )
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attractions that are trying to hold them together. Above the boiling point, A,,,G; will
be negative (because TA,,,S; > A, ). That is, we have to apply compound partial
pressures greater than 1 bar to be able to keep a liquid phase present.

We have also seen that we can treat the vapor pressure like an equilibrium constant
K,. Hence, the temperature dependence of p;; can be described by the van 't Hoff
equation (Eq. 3-50):

[l ln p,’fL Avapr(71)

AT RT? (“-7)

In this case, this equation is commonly referred to as Clausius-Clapeyron equation
(e.g., Atkins, 1998). We can integrate Eq. 4-7 if we assume that AvupH; 18 constunt
over a given temperature range. We note that A, F; is zero at the critical point, T, it
rises.rapidly at temperatures approaching the boiling point, and then it riscs more.
slowly at lower temperatures (Reid et al., 1977). Hence, over a narrow temperature
range (e.g., the ambient temperature range from 0°C to 30°C) we can express the:
temperature dependence of py. by (see Eq. 3-51):

In pi, =—7/;+B (4-8)
where 4 = A, H; /R

For liquids, plotting the observed log pf. (=1n pj /2.303) versus inverse T'(K) over
the ambient temperature range (Fig. 4.4) yields practically linear relations, as
cxpected from Eq. 4-8. Therefore, over narrow temperature ranges in which there
are some vapor pressure data available, Eq. 4-8 can be used to calculate vapor
pressures at any other temperature provided that the aggregate state of the
compound does not change within the temperature range considered, i.e., that the
compound does not become a solid. If the temperature range is enlarged, the fit of
experimental data may be improved by modifying Eq. 4-8 to reflect the temperature
dependence of AH,,,. This is done by the introduction of a third parameter C:

In pa, =~ + B (4-9)

+C
Eq. 4-9 is known as the Antoine equation. It has been widely used to regress
experimental data. Values for 4, B, and C can be found for many compounds in the
literature (e.g., Lide, 1995, Daubert, 1997). Note, however, that when using Eqs.
4-8 and 4-9 to extrapolate vapor pressure data below the melting point, one gets an
estimate of the vapor pressure of the subcooled liquid compound at that temperature
(e.g., naphthalene in Fig. 4.4).

Solid--Vapor Equilibrium. In a very similar way as for the liquid—vapor equilibrium,
we can derive a relationship for the temperature dependence of the vapor pressure of
the solid compound. By analogy to Eq. 4-5, we write:

Asub (—’1‘

In p = -
! RT

(4-10)

where we have replaced the free energy of vaporization by the free encrgy of
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Figure 4.4 Temperature depen-
dence of vapor pressure for some
representative  compounds. Note
that the decadic logarithm is used
(In p; =2.303 log p;).
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sublimation (transfer from a solid to the gas phase), A, G;. Note that Ay, G, is given
by the difference between the excess free energy of the compound in the gas phase,
G, and its excess free energy in the solid phase, GE. Because the excess [ice
energy in the solid phase is negative (the fugacity in the solid phase is smaller thanin
the liquid phase duc to lattice formation), Ay, G; is larger than Ay G of the
subcooled liquid compound by a term that is commonly referred to as the free energ
of fusion, Ag G (= &g H, = TALS,):

AsubGi = AfusGi + AvapGi (4"1])

In terms of enthalpy and entropy, this means:

ASUI)HI = Aﬁls[—[f + AvupHi (4'12)
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and:
AsuhSi = A1’usSi + A\npS[ (4-13)

The first thermodynamic expression above states that the intermolccular attraction
forces we must overcome (o sublime the molecules ol a substance are equal to the
sum of the forces required to first melt it and then vaporize it. Likewise, the
increased randomness obtained as molecules sublime is the same as the sum of
entropies associated with the sequence of melting and vaporizing. Consequently, if
we can predict such thermodynamic terms for vaporization or melting, we already
know the corresponding parameters for sublimation.

Now, Ag,G; 1s cqual to the negative excess free energy of the compound in the solid
state G, since we have chosen the liquid state as our reference state. This frec
energy change is given by:

MG = Ay G = Ay Gy = RT In L (@-14)

Pis
or:
P = PG RT (4-15)

In other words, ApG; is the free energy required to convert the compound’s

~molccules from the pure solid state to the pure liquid state. Knowledge of Ay, (G, at a

- given temperature is extremely important for estimating other propertics of the-
subcooled liquid compound. As can be qualitatively scen from Fig. 4.2, A0,
decreases with increasing temperature (the solid and broken bold vapor pressure
lincs approach each other when moving toward the melting point). At the melting
point, T, AgG; becomes zero, and, by analogy to the situation at the boiling point
(Eq. 4-6), we can write:

7;11 'Afus‘Si(rrm> = Al'ux}'[i(r[x‘n) (4"]())

Also by analogy to the case for the liquid compound, we can describe the
temperature dependence of pf; by (sec Eq. 4-8):

In pi :—vj/llvn% B (4-17)

where 4 = Ay, 1, /R. One may also add a third parameter (like C'in Eq. 4-9) (o correct
for the temperature dependence of Ay, /. Tllustrative Example 4.1 shows how to
derive and apply Eqs. 4-8 and 4-17. It also demonstrates how to extract free encrgies,
enthalpies, and entropies of vaporization and fusion from experimental vapor
pressure data.
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Hustrative Example 4.1

1,2,4,56-tetramethylbenzene
{TeMB)

M; = 134.2 g mol™
Ty = 79.5°C
T, = 195.9°C

T p;
°C (mm Hg)
45.0 s° l
74.6 s° 10
104.2 40
128.1 100
172.1 400
195.9 760

“ Means that TeMB is a solid at

these temperatures

Basic Vapor Pressure Calculations

Consider the chemical 1,2,4,5-tetramethylbenzene (abbreviated TeMB and also
called durene). In an old CRC Handbook of Chemistry and Physics you find vapor
pressure data that are given in mm Hg (torr; see left margin).

Problem

Estimate the vapor pressure p;, of TeMB (in bar and Pa) at 20°C and 150°C
using the experimental vapor pressure data given in the margin, Also express the
result in molar concentration(mol - 1.71) and in mass concentration (g-L7") of
TeMB in the gas phase.

Answer

Convert temperatures in °C to K (add 273.2) and calculate 1/7 values. Also, take the
natural logarithms of the p; valyes. Note that at 45.0 and 74.6°C, TeMB is a solid.
Hence, group the data according to the aggregate state of the compound:

Solid Compound (I'< T,)

"1 /T (K™ 0.003143 0.002875
In pi /mm Hg 0 2.303 .
Liqui‘d Compound (T'>7,,)
/T (K 0.002650 0.002492 0.002246 0.002132
In p; /mmHg 3.689 5.991 6.633

4.605

Perform least squares fits of In p? versus 1/ T (see Fig. 1). The results are:

“8609 K (1)

Solid compound: Inpr /mmHg = _ L +27.1

5676 K @)

Liquid compound: +18.7

In . /mmHg — _

-

Note that if we had converted mm Hg to bar (1 mm Hg = 0.00133 bar), the intercepts
of Eqs. 1 and 2 would be 20.5 and 12.1, respectively.

Insert 7=293.2 K (= 20°C) into Eq. 1, calculate In pg,, and get p:
Pis (20°Cy =0.10 mm Hg = 0.000133 bar = /3.3 Pa
For caleulating pj at 150°C, set T'=423.2 K in Eq. 2. The resulting p} value is:

Py, (150°C) = 198 mm Hg = (.264 bar = 26400 Pa

AALI 40 BT R RN L N R
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In P / Pa (150°C)

4 -
slope = /

| Ay HIR

Inp;/ mm Hg
N

OF  slope=A g H/R Inp; /Pa
<~ (20°C)
Figure 1 Temperature dependence 2 Inp/,/Pa
of the vapor pressure of TeMB: ! (20°C)
plot of In p// mm Hg versus 1/7. -4 L | [ I
0.0020 0.0024 0.0028 0.0032 0.0036 0.0040

1T (K

Hence, the vapor pressure of TeMB is more than three orders of magnitude greater at
150°C as compared to 20°C, which illustrates the strong temperature dependence of
this compound property.

For calculating the molar and mass concentrations in the gas phase, assume that
TeMB behaves like an ideal gas (p¥ = nRT). Then the gas phase concentration, Cy, is -

given by: - :
c M _ Pl
® v RT

1

With R = 0.0831 L.bar-mol"".K™ and 7= 293.2 K or 4232 K, respectively, the
calculated concentrations are (note that 1 mol TeMB corresponds to 134.2 g):

C,, (20 °C)=———((-)—'9(M)——~=5.5 X107 mol - L' =7.3x 107 g . 1™
(0.0831)(293.2)
: and
[ -:.
X C, (150°C)= 0.264) =7.5%107 mol- L' = 1.0/ g -1
‘ 5 (0.0831) (423.2)
Problem

Estimate the free energy (AgG;, in kJ-mol™!), the enthalpy (A H;, kJ-mol™),
and the entropy (Ag,S;, kJ-mol ™K ™) of fusion of TeMB at 20°C using the vapor
pressure data given above.

Answer

Insert 7'=293.2 K into Eq. 2 to estimate the vapor pressure of subcooled TeMB
at 20°C:

pi. (20°C) = 0.52 mm Hg = 0.00069 bar = 69 Pa

i
|




116

Vapor Pressure

Hence, at 20°C, pj;, is about five times larger as compared to pj,. Note, howevy,
that you have extrapolated this value over quite a large temperature range. Us
Eq. 4-14 to calculate AgG;:

(0.00069)
(0.000133)

[),} =(2.44 kJ - mol™) In =4.0kJ - mol™

is

AgG, (20°C) = RT In

Estimate Ap H, from the average A,,,H, and Ay, H; that you can derive from (i
slopes of the regression lines Egs. 1 and 2:

Aol = AgH; — AypH; =R.slope 1 - R.slope 2
=(8.3145 J-mol™ K1) (8609 K) — (8.3145 J-mol"t K~} (5676 K)
=716 kJ -mol! —47.2 kJ -mol™! = 24.4 kJ -mol™!
Since AgpeS; = (A H, ~ Al-u;Gf)/ 7, you get:
AnsS; =(24.4 kJ‘molj'li - 4.0 kJ-mol™)/293.2 K=69.6 J-mol” K~'
Note again that in these célculétions, all A, H; values have been assumed to be con-‘
stant over the temperature range considered. Therefore, all changes in A,,G; (which

is zero at T,,) are attributed to a change in Ap,S; with changing temperature. This s,
of course, not exactly correct,

Molecular Interactions Governing Vapor Pressure

Enthalpy and Entropy Contributions to the Free Energy of Vaporization

Now we can see how a chemical’s structure causes it to have a particular vapo
pressure. This is possible because, as a first approximation, the free energy o
vaporization, A,,,G; , mostly differs from compound to compound due to difference:
in those substances’ enthalpies of vaporization, A,,,/7;. These enthalpies reflect th
sum of intermolecular attractions that act to hold those liquid molecules togethe:
Thus, we can expect that substances that exhibit high vapor pressures haw
structures that do not enable the molecules to have strong intermolecular attractions
Conversely, molecules with low vapor pressures must have structures that cause th
molecules to be substantially attracted to one another.

Moreover, this relation between chemical structure and vapor pressure also hold
because enthalpies and entropies of vaporization are directly related, in general
Recall that the entropy of vaporization reflects the difference of a molecule’
freedom in the gas phase versus the liquid phase (A,,,S; = Sy — Si). At ambien
pressures, we may assume that differences in A,,,S; between different compound
are primarily due to differences in molecular freedom in the liquid phase. (Th
freedom of the molecules in the gas phase is not that different between compounds)
Hence, not surprisingly, molecules that exhibit stronger intcrmolecular attraction




Figure 4.5: Plot of A,,H, and
TApS; versus A,,,G; for a wide
variety of organic compounds at
25°C. At the intercept (i.e., for
AypGy = 0) the value for Ayt
(= TA,,;S;) obtained from a linear
regression analysis is 25,8 kJ-mol™.
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Ayap G (kJ - mol™)

(and hence greater Ayipfl; values) have lower values of S, causing higher values of
A,,S; - Since the total free energy of vaporization is given by:

AvapG,.(T)zAvapH,(T)—— TA,,,S(T) (4-18)

correlated differences from compound to compound in A,,,/7; and A,,,S; result in

changes in A,,;G; which are proportional to either Apltior Ay, St We can see this®

quantitatively if we look at the enthalpic and entropic contributions to the total free
energy of vaporization {or a large number of compounds (Fig. 4.5).

In general, we sce that the enthalpic contribution is larger than the entropic one, but
also that these contributions co-vary. This is true for a very diverse group of
compounds at a given temperature (25°C), including apolar, monopolar, and bipolar
compounds. Hence, if we view the forces between the molecules (the “glue”) to be
reflected primarily in the enthalpy term, then pyis a direct measure of these forces
in the pure liquid.

Trouton’s Rule of Constant Entropy of Vaporization at the Boiling Point

An interesting point in Fig. 4.5 is the AyqpH; intercept where A,,,G; = 0. At this point,

Avpt; 1s 25.8 kI - mol™. This point represents a compound with a boiling point of

25°C. Hence, for this compound the entropy of vaporization at 7, can be calculated

by (Eq. 4-6):

AvpHi(Ty)  25.8 kJ mol™
T 298K

=86.6J -mol™ K!

AvnpSi(R) =

This A,,,S(T}) value is typical for many other organic compounds that boil at very
different temperatures (Table 4.2). In fact, long ago, Trouton (1884) recognized that
the entropy of vaporization at the boiling point for many apolar and monopolar
substances is more or less constant: between 85 and 90 T - mol-! K-, Note that the
“constancy” of A, S(T,) implies that there must be a close relationship between
Avpl1(T,) and T,
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Kistiakowsky (1923) utilized the Clapeyron equation and the ideal gas law to derive ;
an expression to estimate each individual compound’s A,.,;S(7;,) in which the
chemical’s boiling temperature is used:

AypSi(T,)=(36.6+831InT,) J-mol™ K~ (4-19)

This cxpression reflects a weak relationship between the apolar or monopolar
compound boiling temperature and entropy of vaporization, but substantially
verifies Trouton’s empirical observation.

Examination of the A,,,S; (},) for various apolar and monopolar compounds reveals
some small differences which are understandable in the light of intermolecular
forces operating in the liquid phase. For example, elongate molecules such as n-
hexadecane show higher A,,,S; (7,) than their corresponding shorter-chain
homologues (e.g., n-hexane, sce Table 4.2). This makes sensc since the longer
molecules have more contact area for each molecule and thus have a greater
tendency to organize in parallel, maximizing the vdW attractions. This decrease in
Sy translates into a larger A, S; (= Sy = Siv)-

For bipolar organic liquids, especially for hydrogen-bonding liquids such as
alcohols and amines, the tendency to orient in the liquid phase, due to thesc highly
directional intermolecular attractions, is greatly increased by this intermolecular

" interaction. We can see the cffect of this in the significantly larger entropies of
vaporization of bipolar chemicals, like aniline, phenol, benzyl alcohol, or ethanol
(Table 4.2).

Fishtine (1963) provided a set of empir.ical factors, K, which correct the
Kistiakowsky cstimation of A,,,S(T,) for such polar interactions:

A pSi(Ty) = K 36.6+831In T,)  J-mol™ K™ (4-20)

Ky values are equal to 1.0 for apolar and many monopolar compounds. For
compounds cxhibiting weakly bipolar character (e.g., esters, ketones, nitriles), a
modest correction with a K of about 1.04 can be made. Significant corrections arc
necessary for primary amines (Kp = 1.10), phenols (K = 1.15), and aliphatic
alcohols (Kp = 1.30). For a more comprehensive compilation of K values, we reler
to the literature (e.g., Grain, 1982a).

By considering the important structural features of molecules, Myrdal et al. (1996)
have developed an alternative way for estimating A,,,Si(7y). In their approach, which
is also based on Trouton’s rule, both the flexibility of the molecule (i.e., the presence

of single-bonded atoms in long chains) and the inclusion of moicties able to
participate in polar interactions arc taken into account:

szl[,Si(Y},)=(86.0+0.4 7+1421 HBN) J-mol™ K™ (4-21)
where

7 =3 (SP3+ 0.5 SP2 + 0.5 RING) -1 is the effective number of torsional bonds,
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A e e b

SP3 is the number of nonring, nonterminal atoms bound to four other atoms (where
the nonbonded electron pairs in NH, N, O, and S should be counted as a

“bond”),

SP2 is the number of nonring, nonterminal atoms singly bound to two other atoms
and doubly bound to a third partner atom,

RING indicates the number of independent ring systems in the compound, and

7 is set equal to zero if its value is negative (for more explanations of parameter 1
sce Box 4.1).

HBN is the hydrogen bond number and is defined by the following equation:

JOH +COOH +0.33,/NH,

M,

i

HBN = (4-22)

where OH, COOH, and NH, represent the number of hydroxy, carboxylic acid, and
amino groups, respectively, and M; is the molar mass of the compound.

As is indicated by the examples given in Table 4.2, both methods (Eqs. 4-20 and
4-21) provide reasonable estimates of A,,,S(7},). Such equations, along with the
generally applicable integrated Clapeyron expression, cstablish a highly flexible

‘means of estimating compound vapor pressures as a function of temperature (sce

Section 4.4 for examples).

Quantifications of Van der Waals and of Polar Interactions Determining
Vapor Pressure of Pure Liquids

By looking at vapor pressures as a function of chemical structures, we can conclude
that the vapor pressure of a liquid or a subcooled liquid depends on the size of the
molecule, on its specific ability to undergo vdW interactions, and on its specific
ability to be engaged in polar interactions. For example, cach addition of a —CHy-
group in the series of the n-alkanes (Fig. 4.1) or in the series of the n-alkyl-benzencs
(Table 4.2) leads to a decrease in pjj, at 25°C by about a factor of 3 (or an increase in
T, by between 20 and 25 degrees). Similarly, when increasing the number of rings in
aromatic hydrocarbons (e.g., benzene —> naphthalene ~> anthracene, phenanthrenc),
T, increases and pi. decreases significantly (Table 4.2).

The very significant effect of the presence of a bipolar group on 7}, and pj, can be
nicely seen when comparing hydroxybenzene (phenol) and toluene (Table 4.2). In
this case, the difference in 7}, (~ 70°C) and in pj, (factor of 40 at 25°C) can be
attributed primarily to the polar interactions among the phenol molecules because .
both compounds have similar sizes and a similar specific ability to be engaged in
vdW interactions. ’

Let us now try to derive a mode] that allows us to express quantitatively the
molecular interactions that govern the liquid vapor pressure. We do this, nol
primarily with the goal of developing a predictive tool for estimating pj, , but lo
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introduce a conceptual approach that we will extend and apply later when discussing
other partitioning processes.

The basic idea is that we assume that we can separate the free energy contributions
of the vdW and polar interactions and that these contributions are additive:

Ay Gi = B,y GI™ + A, G | (4-23)
Note that A, G4V encompasses dispersive (i.e., London), dipole-induced dipole
(i.e., Debye), and dipole-dipole (i.c., Keesom) contributions (Section 3.2). How-
ever, in most organic liquids, dipole interactions are generally of secondary
importance. Hence, as a first approximation, we consider only the dispersive
interactions, Then we can use the approach described in Section 3.2 to quantify the
vdW term (Eq. 3-10, Fig. 3.4). Since lnp,L —A,y G/ RT, we may express
Eq. 4-23 as:

. 2 -1 2
Inpy =a(TSA)) (%) +b(HD,)(HA ) +c¢ (4-24)

Rpy

where we have also introduced a compound-specific H-donor (HD,) and a com-
pound-specific H-acceptor (HA;) descriptor for quantification of A, G"""‘r Note
that a, b, and ¢ are proportionality and scalmg coefficients that also contain the
term (RT)™. :

There are a variety of methods for estimating the total surface area, TSA,, of a given
compound on a molar base; here we use a simple one; that is, we estimate TSA, from
the molar volume, V;, and by assuming that the molecules are perfect spheres:

TSA, = 41N, Vo —>— | (4-25)
47'CNA

where N, is the Avogadro’s number, and the molar volume of a pure liquid
compound can be calculated from its molar mass and its density Vi = M,/ p,.

The H-bond descriptors, HD; (donor property) and HA, (acceptor property), of a
compound depend on the type and number of functional groups in a molecule. Using
spectroscopic and chromatographic measurements on a larger number of chemicals,
Abraham and coworkers (Abraham et al., 1994a and b) have derived an empirical
parameter set of ¢; and f3; values that can be used as a quantitative measure of the
H-donor and H-acceptor properties of a compound on a molar base (Table 4.3). The
functional groups exhibiting the strongest bipolar character are alcohols and
carboxyl acids; that is, these compound classes have values of ; and 8, which are
well above zero. Interestingly, most of the monopolar compounds exhibit
predominantly H-acceptor characteristics. Furthermore, there are significant
differences in the ¢;- and f-values between different polyhalogenated alkanes.
These compounds also possess H-donor characteristics, due to the electron- -
withdrawing nature of the halogens. Finally, water has a strong tendency to under g0
interactions with both H-acceptors and H-donors, When considering the small size
of the water molecules, this is what makes water such a special solvent.
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Table 4.3 ¢;- and ff-Values for Some Selected Compounds?

: ; B
Compound (Class), Functional Group (H-Donor) (H-Acceptor)
Alkanes (CnH2n+2) 0 0
1-Alkenes . (1-CphH2n) 0 0.07
Aliphatic etliers (ROR") 0 0.45
Aliphatic aldehydes (RCHO) ob 0.45
Carboxylic acid esters (RCOOR" ob 045
Aliphatic ketones (RCOR") ob 0.51
Aliphatic amines (R-NH?p) 0.16 0.61
Aliphatic alcohols (R-OH) 0.37 0.48
Carboxylic acids (R-COOH) 0.60 0.45
Benzene 0 0.14
Methylbenzene 0 0.14
Ethylbenzene 0 0.15
Dimethylbenzene 0 0.16
Trimethylbenzene 0 0.19
Chlorobenzene 0 0.07
1,2-Dichlorobenzene 0 0.04
1,3-Dichlorobenzene ' : 0 0.02
Chlorobenzene (Clp,n>2) 0 0
Aniline 0.26 0.41
Benzaldehyde 0 0.29
Phenol 0.60 0.31
Pyridine 0 0.52
Naphthalene 0 0.20
Indane 0 0.17
Acenaphthene 0 0.20
Fluorene 0 0.20
Phenanthrene 0 0.26
Anthracene 0 0.26
Fluoranthene 0 0.20
Benzo(a)fluorene 0 0.20
Pyrene 0 0.29
Benzo(a)anthracene 0 0.33
Chrysene 0 0.33
Perylene 0 (.40
Benzo(a)pyrene 0 0.44
Benzo(ghi)perylene : 0 .46
Dichloromethane 0.10 0.05
Trichloromethane 0.15 0.02
Tetrachloromethane ' 0 0
1,1,1-Trichloroethane 0 0.09
1,1,2,2-Tetrachloroethane 0.16 0.12
Trichloroethene 0.08 0.03
Tetrachloroethene 0 - 0
Water 0.82 0.35

¢ Data from Abrgham et al. (1994a and b). ® Some other sources (Reichardt, 1988; Fowkes
et al., 1990) indicate that aldehydes, esters, and ketones also exhibit a weak H-donor
property.
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Substitution of ; and f; and of TSA, from Eq. 4-25 into Eq. 4-24 yields:
23 nk —1 2
X — A4 . D. — » .
Inpr =a (V[L) (mj +b () (Bi)+c (4-26)

Note that the constant term 47V, (3/4wN,)** has been included into the coefficient a,
Considering the same set of compounds included in Fig. 3.4, we see that adding the
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hydrogen-bonding interaction term allows us to reasonably predict the vapor prcs
sures of apolar, monopolar, and bipolar compounds (Fig. 4.6a). Using a multiple
regression analysis of Eq. 4-26 against the experimental pj, values at 25°C of the
compounds of the model set yields:

5 2
In pj, /Pa =449 (V,L)“[-’%:%) ~15.0(@) (B +145 (4]

nD,- "'
where Vi is in cm’mol™,

The rather large scatter in the data points shown in Fig. 4.6a could be reduced by
using a more refined approach for quantifying the nonspecific interaction parameter
For example, by using the air-hexadecane partition constant Ky, (see Section 3.2) as
a more appropriate measure of the vdW interactions, the predicted vapor pressures
are even closer to their corresponding observed values. Furthermore, in the literature
(Abraham et al., 1994a), an additional polarity/polarizability parameter (7z,) is com- - -
monly included in this type of models. This parameter improves the quantitative
prediction of the aqueous activity coefficients (see Section 5.3). That is, it scems to
be of some importance when polar water molecules surround an organic compound.
In the case of vapor pressure, however, introduction of this additional parameter
does not significantly improve the result.

Availability of Experimental Vapor Pressure
Data and Estimation Methods

Experimental Data

Many organic chemicals of environmental concern have rather low Vapor pressures
at ambient temperatures (Appendix C). Since simple mecasurements of vapor
pressures by manometric methods or by determining boiling points at reduced pres-
sures are restricted to relatively volatile compounds ( p; > 1 to 10 Pa), more sophis
ticated methods have to be applied for compounds of low volatility ( p; <1 Pa). The -
methods most widely used are gas saturation and effusion [see Delle Site (1997) for
areview of these and other methods]. In the case of gas saturation, a saturated vapor
phase is produced by passing an inert gas, air, nitrogen, or oxygen (when 4
combustion procedure is used for analysis) through a thermostated column packed
with the powdered compound or with an analyte-coated incrt support. The saturation
pressure of the substance is represented by its partial vapor pressure. Usually, the
vapor is collected on liquid or solid traps and the substance is determined by suitable
means. The effision methods determine the vapor pressure at constant temperature
from the measurement of the weight loss through a small orifice into a vacuum.

An attractive alternative to the direct measurement of vapor pressure 1s the use of
gas chromatographic retention to estimate p; (e.g., Hinckley et al., 1990). This
method is based on the evaluation of the partitioning behavior of a given compound
between the pas phase (i.e., the mobile phase) and a bulk organic phase (i.c., the
stationary phase) at different temperatures. The method hinges on the selection of m
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appropriate reference compound for which accurate vapor pressure data is available,
as well as on the choice of an appropriate stationary phase, in which both compound
and reference exhibit similar activity coefficients. Note that for solid compounds,
since the molecules are dissolved in the stationary phase, the gas chromatographic
method yields the vapor pressure of the subcooled liquid ( pi).

Inspection of the literature shows that vapor pressure data are rcadily available for
many high-to-medium-volatility compounds (i.e., compounds with 7, < 400°C).
These data can be found in data compilations (e.g., Daubert, 1997, Mackay ct al.,
1992-1997; Lide, 1995). For compounds exhibiting very low vapor pressurcs, the
data are more scattered throughout the literature with the exception of
agrochemicals (e.g., Montgomery, 1997). Furthermore, for such compounds, p;
values obtained by different methods and/or different laboratories may vary by as
much as a factor of 2 to 3, in some cases, by more than an order of magnitude. In
addition, in many cases, vapor pressure data have been determined at clevated
temperatures, and ambient values must be extrapolated. Such data should, therefore,
be treated with the necessary caution. One ‘way of deciding which vapor pressure
should be selected is to compare the experimental data with values predicted using
other compound properties (see below).

Finally, very often vapor pressures are reported only for one particular temperature
(e.g., 20°C or 25°C, as in Appendix C). Since vapor pressure is strongly dependent

on temperature, it is necessary to be ablc to extrapolate such values over the ambient -

temperature range. Hence, it is necessary to know the enthalpy of vaporization or
sublimation at ambient temperature. As we have seen in Section 4.3, for liquid
compounds, a proportionality between AvopH and TA,, S; is observed (Fig. 4.5). This
means that A,, G, is proportional to AyapH;. This can be used to derive an extremely

useful empirical relationship between Avopt; and In pj, (or log. pi) for a given

temperature T) (Goss and Schwarzenbach, 1999a):

AvpH, () = ~a log pj (1)) +b (4-28)
At25°C (298 K), the linear regression derived for the data set shown in Fig. 4.7 is:
Ay H;(298K) / (kT - mol-1) = -8.80(+0.07) log Pi(298K)/Pa+70.0(£0.2)  (4-29)

Note that in contrast to Fig. 4.7, we use the decadic logarithm in Eq. 4-29 and that
this relationship holds over a very large vapor pressure range (> 15 orders of
magnitude).

Assuming that this A, A, valuc is constant over the ambient temperature range, it
can be used to estimate pj at other temperatures (see also Eq. 3-51):

pa(T)=py (298K)e  F (4-30)
It should be pointed out again that Eq. 4-29 applies to the vapor pressure of the liguid
compound. For solids, the difference between pis and pj, can be estimated using the
melting point temperature of the compound, see below (Eq. 4-40).
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Figure 4.7 Plot of A,/ versus
In p; for a large number of apolar,
monopolar, and bipolar com-~
pounds. Note that some bipolar
outliers are not included. (For
details see Goss and Schwarzen-
bach, 1999a.)
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Vapor Pressure Estimation Methods for Liquids

One strategy for estimating the vapor pressure of (subcooled) liquid compounds is to
derive multiple parameter regression equations that relate the free energy of
vaporization (and thus In pj,) to other properties and/or structural descriptors of the
compound. The goal of all these approaches is to express the molecular interactions .
that determine A,,,G; by readily accessible entities. Examples of such paramectos
include constitutional descriptors (e.g., partial charges), shape descriptors (e.g,
topological indices), geometrical descriptors (e.g., surface area, molar volume), and
quantum-chemical descriptors (e.g., dipole moment, quadrupole moment, polari
zability). For an overview of these methods, we refer to the literature (Delle Site,
1997, Liang and Gallagher, 1998).

Here, we confine our discussion to an approach that can be casily handled becauseit
requires only knowledge of the chemical’s structure, its normal boiling point, and, if
the compound is a solid, its melting point. Note that if T}, and 7', are not available,
they can also be estimated (for details see Boethling and Mackay, 2000). Various
equations using this approach have been proposed (Delle Site, 1997, Myrdal and
Yalkowski, 1997), but they are all based on the same general idca. To predict the
liquid vapor pressure curve below the boiling point [see solid and broken (below T,)
bold line in Fig. 4.2], we use the Clausius-Clapeyron equation:

dIn p:l — Avup‘Hi(T)
ar RT?

(4-7)

and properties of the compound at the boiling point, 7;. As we recall (Section 4.2), d
the boiling point the enthalpy of vaporization can be related to the cntropy o
vaporization:

AvapH{(ﬂJ:Tb 'AvupSi(Tb) (4-6)

This entropy change can be estimated with reasonable accuracy (Section 4.3)

e S, g Ast R Sk
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Hence, for temperatures very close to the boiling point, we integrate Eq. 4-7 by
assuming that A, FI(T) = A,,,f1(T;) = constant (sec Section 4.2). However, in most
cases, one would like to estimate the vapor pressure at temperatures (e.g., 25°C) that
are well below the boiling point of the compound. Therefore, onc has to account for
the temperature dependence of A,,,H; below the boiling point. A first approximation
1s to assume a linear température dependence of A,,,H; over the temperaturc range
considered, that is, to assume a constant heat capacity of vaporization, A, C anCpi (the
difference between the vapor and liquid heat capacities). Thus, if the heat capacity of
vaporization, A,,,C,(Ty), at the boiling point is known, Ay, H(T) can be expressed
by (e.g., Atkins, 1998):

A Hi (D 2 A H(T)+A,,CL(T) (T-T,) (4-31)

vap = pi

Substitution of Eqs. 4-31 and 4-6 into Eq. 4-7 and integration from 1 bar to pj} and
from 7, to T then yields:

S.(T, T, )
In p; /bar=-— ——"—(—)[ ~1J BuupCyilTy) ( —1)—1n—Th¢] (4-32)
‘ R T R T T,

In the literature, various suggestions have been made of how to cstimate AypS;i (Ty)
and A,,,C,; (Ty,). One approach that works well primarily for prediction of vapor

pressures of relatively low boiling compounds (i.e., T, < ~ 300°C) was proposed = -

by Mackay ct al. (1982). In this approach, the Kistiakowsky—Fishtine expression
(Eq. 4-20) is used to estimate A,S; (73), and it is assumed that, particularly:
for smaller molecules, the ratio of AvapCpi (T) 1A,4,S; (Ty,) has an average value of

0.8 (£ 0.2). Inserting Eq. 4-20 and substituting A,,,C,; (T;,) by 0.8 Ay (T),) into
Eq. 4-32 thus yields:

In py /bar = —K; (4.4 +InT;) [1.8(% - l) ~0.81n Iy‘%] (4-33)

Another approach has been put forward by Myrdal and Yalkowsky (1997), which the
authors contend is superior for high boiling compounds. Using Eq. 4-21 to estimate
AyopS(Ty,) and an additional empirical equation for quantification of A,,,C i (T):

Ay Coi (1) ==(90+2.17)  T-mol™ K™ (4-34)
they propose the following cquation for estimating vapor.pressures of organic
compounds:

In pj, /bar=~(21.2+037+177 HBN)(—T[‘%— j+(10.8+0.25 z)-ln% (4-35)

As discussed in Section 4.3, the two parameters 7 and HBN, which describe the
overall flexibility and the hydrogen-bonding capacity, respectively, of the mole-
cules, can be easily derived from the structure of the compound.

Table 4.4 shows that these relatively simple approaches work quite well for
compounds with boiling points not exceeding 300°C. Larger discrepancies to
experimental values up to a factor of 10 have to be expected for very high boiling
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compounds. For such compounds, however, the experimental data are often not very
accurate. Note again that any approach using solely boiling point data can predict
only the (subcooled) liquid vapor pressure. Hence, for compounds that are solids at
the temperature of interest, one has to estimate additionally the contribution of
fusion; that is, we have to predict the solid—vapor boundary below the melting point
(solid bold linc below T, in Fig, 4.2).

Entropy of Fusion and the Vapor Pressure of Solids

In a very similar way as discussed above for cstimating pj from boiling point data,
one can treat the vapor pressure curve below the melting point. Again we usc the
Clausius-Clapeyron cquation:

dlnp; Ayl (T)
dTr RT?

(4-36)

Since we are only interested in the ratio of pis/ P ata given temperature (i.c., in the
contribution of melting), we can subtract Eq. 4-7 from Eq. 4-36 to get:

dlnpilpy, A H(T)~ A, H(T) AR H(T)
dTr RT*? RT*

(4-37)

If, as a first approximation, we assume that AgfT; is constant over the lemperature
range below the melting point, and if we substitute Eq. 4-16 into Eq. 4-37, we can
integrate Eq. 4-37 from | ( pjy= ph. at T,!) to pi/ ph and from T'nto T, respectively.
We then obtain for 7< T,

11] 1)1; - AfusSi(’[;n) [Tm ]

-38
L 7 T (4-38)
Hence, now we are left with the problem of estimating the entropy of fusion at the
melting point, Unfortunately, Ag,S, (T:) (Table 4.5) is much more variable than
AvpSi (T,) (Table 4.2). This might be expected since AnsSi (T ) 18 equal to
Si. (T ) = Sis (T ) and both of these cntropies can vary differently with compound
structure. One reason is that molecular symmetry is an important determinant of
the properties of a solid substance in contrast to a liquid, where the orientation
of a molecule is not that important (Danncnfelser et al., 1993), Nevertheless, as
demonstrated by Myrdal and Yalkowski (1997), a reasonable estimate of DsSi (T,)
can be obtained by the empirical relationship (Table 4.5):

BrSi(T,)=(56.5+9.27-192 log ) T+ mol™ K- (4-39)
where

7 18 the effective number of torsional bonds (sce Box 4.1), and

0 is the rotational symmetry number that describes the indistinguishable orienta-
tions in which a compound may be positioned in space (Box 4.1),
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Table 4.5 Comparison of Experimental and Predicted (Eq. 4-39) Entropies of Fusion at the Normal

Melting Point”
Experimental Predicted (Eg. 4-39)
At wsdi (o "

Compound (oTE) (kf}f ]11 0<1T?3) (Jé;i:(fi“(l K’_),) O DS (1)
Benzene 5.5 10.0 35.7 0 12 35.8
n-Butylbenzene -88.0 11.2 60.5 2 2 69.1
1,4-Dichlorobenzene 52.7 17.2 52.8 0 4 45.0
Naphthalene 80.2 18.6 52.7 0 4 45.0
Phenanthrene 101.0 18.1 48.6 0 2 50.7
Fluoranthene 107.8 18.9 49.6 0 2 50.7
Pyrene 151.2 17.1 40.3 0 4 45.0
Decane -29.7 28.8 118.3 7 2 115.1
Eicosane 36.8 69.9 225.6 17 2 207.1
Benzoic acid 1224 18.1 45.8 0 2 50.7
2,2°,4,5,5"-Pentachlorobiphenyl 77.0 18.8 53.6 0 1 56.5

p.p’-DDT 109.0 274 71.6 1 1 65.7

“ Data from Hinckley et al. (1990) and Lide (1995)

Obviously, for compounds exhibiting no rotational symmetry axis, o is equal to |
(which is the case for many of the more complex environmental chemicals). For~ =~
benzene, on the other hand, o= 12 (there are six twofold rotational axcs), while for
1,4-dichlorobenzene o= 4 (only two twofold rotational axes). Some examples of the -
application of Eq. 4-36 are given in Table 4.5, For a detailed discussion of the
symmetry aspects (i.e., the derivation of &) we refer to the articles by Dannenfelser

et al. (1993) and Dannenfelser and Yalkowsky (1996). Finally, we should note that

Eq. 4-39 does not work well for small spherical molecules or for polar compounds

for which H-bonding has a significant impact on AgS; (7). Hence, there is
certainly room for improvement of this empirical relationship.

Substitution of Eq. 4-39 into Eq. 4-38 then gives (R = 8.31 J - mol™ K™'):

Infe = (680 +1.17 - 2.3 log a)[ﬁ’——l] (4-40)
P T
which can be used to estimate pi; from the subcooled liquid vapor pressure pj,, and

vice versa. Note that insertion of Eq. 4-40 into Eq. 4-14 yields an cstimate of the free
energy of fusion:

ApsGr =+(56.5+9.27-19.2 log o) [T, =T T-mol™ (4-41)

an entity that will be important for estimating other properties of the subcooled
liquid such as water solubility.

23
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Box 4.1 Parameters Used to Estimate Entropies of Phase Change Processes

In phase change processes, the overall entropy changes, 4,5; , can be understood by considering the degrees of
freedom lost when molecules in one condition (e.g., as a liquid) are packed into a less free, new condition (e.g., as
a solid). Such transformations have been viewed as involving three contributions to the change in molecular
freedom: (1) positional, (2) conformational, and (3) rotational (Yalkowsky, 1979, Dannenfelser and Yalkowsky,
1996):

AIZSI‘ = Aleipositional + AIZ‘SI‘ conformational + Alei rotational

For the process of condensation (i.c., opposite direction to vaporization), the positional freedom loss involves about
-86 J.mol™' K, while for the process of freczing (i.e., opposite direction to fusion), the positional freedom loss
involves ~50 to —60 J.mol™ K.

When a substance is packed into a liquid from a gas or into a solid from a liquid, the molecules also have areduced
ability to assume the various conformations. This loss of freedom is reflected in A,,S; conformationar Different
conformations arise from the ability of structures to rotatc around single bonds. For example, consider 1-bromo-2-
chloro-cthane. Viewing the two carbons and the chlorine substituent as co-existing in a plane, we recognize that the
brominc atom can occur in the same plane opposite the chlorine atom, or above the plane or behind the plane:

H Gl H - o By cl
Han, Braay ) Huay

7—<H "‘7——<H , '7——<H
Br H H H H H

This amounts to rotating around the single bond connecting the two carbons. Every bond capable of such rotations
offers three distinguishable orientations. Hence, if we increased the chain length by one —CH, unit, there would be
3% 3 =9 distinguishable conformations. Note that three atoms in such a chain do not enable conformation variation
since three points always determine a single plane. Hence, A,S; sonformions increases as the number of bonds capabl
of rotation minus two (equivalent to number of nonterminable sp® atoms in chain; note hydrogens are not sp?
atoms).

Atoms in chain that include doubly bonded moieties do not offer as much conformational variety. Consider methyl
ethyl ketone; rotation around the bond between the carbonyl carbon and the Cy allow two (not three) distinguishable

conformers:
1% GH,
CH,
HGCJS\/ s OAY CH,

H H H H

Hence, such atoms need to be discounted in their contribution to A|,S; conformuionat a1d this is done by applying a factor
of 0.5 times the number of such sp® members of a chain. This discounting also applies to rmg systems. Hence, we
can estimate a parameter, T:

7 = (number of nonterminable sp?) + 0.5 x (number of nonterminate sp?) + 0.5 x (ring systems) — 1

and the number of distinguishable conformers is approximately 3%, Empirically the observed data for the entropy of
fusion at T, are best fit using 2.85%. With this estimate, one finds A »S; conformational 15 @pproximately R In (number of
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distinguishable conformers) = R In (2.85%) = 9.2 7 (sce Eq. 4-39). For the case of 1-bromo-2-chloro-cthane with
tof 1, R In (2.85%) = 9 J.mol™' K~!. As chains get longer, the magnitude of this contribution grows quickly (sce
Table 4.5).

Changes in rotational freedom and A,S; ymiona €20 be understood by considering the “symmetry” of a molecule,
This entropy contribution may be quantified by a parameter, o, quantifying the number of indistinguishable waysa
given molecule can exist in space. The more indistinguishable orientations there are, the easier it is to convert the
molecules to a more packed phase (hence making the absolute value of A;5S; rowtionas Saller). One may begin by
assessing whether a three dimensional view of a given molecule looks the same from above and below (i.e., is there
a plane of symmetry in the plane of paper on which a molecule can be drawn?) A molecule like vinyl chloride does
not look the same (o =1), while DDE does (0'=2). Next, one may ask is there a way to rotate a molecule around an
axis perpendicular to any plane of symmetry (e.g., perpendicular to the paper on which the molecule is drawn) and
have orientations that look the same. In this sense, vinyl chloride and DDE have only one orientation that look the
same, but 1,4-dichlorobenzene looks the same from above and below as well as if it is rotated 180° (o =2x2) and
benzene looks the same from above and below and every time it is rotated 60° (o =2x6). The product of these
numbers of indistinguishable orientations yields the symmetry number, o. The higher a molecule’s symmetry
number, the less freedom change there is associated with packing or unpacking molecules. In the case of the
entropy of fusion, A,S; oationas = R In 0==19.2 log 0. When &'is 1, A5} rotational 1 Z€10; and when ois 12, the absolute
value is about 20 J.mol™ K™'. Note that the sign depends on whether one considers unpacking (more freedom so
A2 vorationat 128 positive sign) or the packing (e.g., freezing or condensation) direction of phase change.

II ll Cl :
viny! chloride

(chloroethene) DDE benzene 1,4-dichlorobenzene

Questions and Problems

Questions

Q4.1

Give at least five examples of environmentally relevant organic chemicals that are
(a) solids, (b) liquids, and (c) gases at 25°C.

Q4.2

Why arc certain chemicals gases at ambient conditions?

Q4.3

Propane (T, = -42.1°C, T; = 101.2°C) is a gas at 25°C. How can you “produce”
liquid propane (give two options)?

Q4.4

What is the difference between the normal and the standard boiling point?
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Q4.5

Explain in words the terms subcooled liquid, superheated liquid, and supercritical

fluid.

Q4.6
E

Why is the excess free energy of a solid, Gy, negative? How is GE related to the free
encrgy of fusion, AgG? How docs GE change with temperaturc? At which
temperaturc 1s G equal to zero?

Q4.7

How are the (subcooled) liquid and solid vapor pressures of a given compound at a
given temperature related to each other?

Q4.8

The two isomeric polycyclic aromatic hydrocarbons phenanthrene and anthracene
are solids at 25°C. Although these compounds have almost the same boiling point
(sce below), their vapor pressures at 25°C differ by more than onc order of
magnitude (see Appendix C). Explain these findings. What differences would you'
expect for the subcooled liquid vapor pressures of the two compounds at 25°C?

phenanthrene anthracene
T,=101.0 °C _Tm—-.2‘|7.5 °C
T, = 339.0 °C T, = 341.0°C

Q4.9

Which thermodynamic function needs to be known for assessing the temperature
dependence of the vapor pressure of a given compound? How can this function be
derived from experimental data? What caution is advised when extrapolating vapor
pressure data from one temperature to another temperature?

Problems
P 4.1 A Solvent Spill

You teach environmental organic chemistry and for a demonstration of partitioning
processes of organic compounds you bring a glass bottle containing 10 L of the
common solvent tetrachlorocthene (perchioroethene, PCE) into your class room. Alter
closing the door you stumble and drop the bottle. The bottle breaks and the solvent is
spillcd on the floor. Soon you can smell the solvent vapor in the air. (The odor
threshold of PCE is between 8 and 30 mg.m™). Answer the following questions;

(1)  What is the maximum PCE concentration that you can expect in the air in the
room (7= 20°C)? How much of the solvent has evaporated if you assume that
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the air volume is 50 m*? (Neglect any adsorption of PCE on the walls and on
the furniture).

(b)  If the same accident happened in your sauna (volume 15 m?, T'= 80°C), what
maximum PCE concentration would you and your friends be exposed to
there?

In the CRC Handbook of Chemistry and Physics (Lide, 1995) you find the following
vapor pressure data for PCE:

7/°C 25 50 75 100
p; kPa 2.42 8.27 22.9 54.2

All other necessary data can be found in Appendix C.

CI\ /CI

C=
o O\on

' tetrachloroethene

P 4.2 How Much Freon Is Left in the Old Pressure Bottle?

In a dump site, you find an old 3-liter pressure bottle with a pressure gauge that . .
indicates a pressure of 2.7 bar, The temperature is 10°C. From the label you can sce
that the bottle contains Freon 12 (i.e., dichlorodifluoromethane, CCLF,). You
wonder how much Freon 12 is still left in bottle. Try to answer this question. In the
CRC Handbook of Chemistry and Physics (Lide, 1995) you find the following data

on CCLF,:
7/°C 25 0 25 50 75
pi /kPa 123 308 651 1216 2076

Using these data, estimate the free energy (Aco,qGy), the enthalpy (Beona;); and the
entropy (AwneS:) of condensation of Freon 12 at 25°C. Note that condensation is the
opposite of vaporization (watch out for the signs of the three quantities).

|
OI—o—F
F

dichloradifluoromethane
(Freon 12)

P 4.3 What Are the Differences Between Freon 12 and Its Replacement
HFC-134a? (From Roberts, 1995)

Hydrofluorocarbon 134a (1,1,1,2-tetrafluoroethane) is used as a replacement for
Freon 12 (see Problem 4.2) for refrigeration applications. (Why is such a replace-
ment necessary and what is the advantage of HFC-134a from an environmentil

e
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protection point of view?) Some vapor pressure data for Freon 12 is given in
Problem 4.2. The vapor pressure data of HFC-134a have been determined very
carcfully and are as follows:

7/°C —40.0 -30.0 -20.0 -10.0 0 +10.0

piikPa 516 84.7 132.9 200.7 292.9 414.8
T
PG —F
FoH

1,1,1,2-tetrafluoroethane
(HFC-134a)

(a)  Determine the normal boiling points (in°C) of these compounds from the data
provided. :

(b) At what temperature (in°C) will they have an equal vapor pressurc?

(¢) Compare the (average) enthalpies (AvgpH)) and entropies (A,,,S) of vapori-
zation of the two compounds at the temperatures calculated under (b). Can
you rationalize any differences you observe between the two compounds?

(d)  Automobile air conditioners commonly operate at temperatures between 30
and 50°C. Are the vapor pressurcs of the two compounds significantly (i.e.,
greater than 10%) different in this temperature region?

P 4.4 A Public Toilet Problem

Pure 1,4-dichlorobenzene (1,4-DCB) is still used as a disinfectant and airfreshener
in some public toilets. As an employee of the health department of a large city you
are asked to evaluate whether the 1,4-DCB present in the air in such toilets may pose
a health problem to the toilet personnel who are exposed to this compound for
several hours every day. In this context you are interested in the maximum possible
1,4-DCB concentration in the toilet air at 20°C. Calculate this concentration in g per
m? air assuming that

(a)  You go to the library and get the vapor pressure data given below {rom an old
cdition of the CRC Handbook of Chemistry und Physics.

(b)  You have no time to look for vapor pressurc data, but you know the boiling
point (7}, = 174.0°C) and the melting point (7, = 53.1°C) of 1,4-DCB.

Compare the two results. What would be the maximum 1,4-DCB concentration in
the air of a public toilet located in Death Valley (temperaturc 60°C)? Any
comments?

Tr°C 29.1s 44 4s 54.8 84.8 108.4 150.2
pr/mmHg 1 4 10 40 100 400
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Cl

Cl

1 ,4~dichlorobenzene
(1,4-DCB)

P 4.5 True or False?

Somebody bets you that at 60°C, the vapor pressure of 1,2-dichlorobenzene (1,2-
DCB) is smaller than that of 1,4-dichlorobenzene (1,4-DCB), but that at 20°C, the
opposite is true; that is, p; (1,2-DCB, 20°C) > p; (1,4-DCB, 20°C). Is this person
right? If yes, at what temperature do both compounds exhibit the same vapor
pressure? Try to answer these questions by using only the 7}, and 7, values given in
Appendix C.

cl
Cl

1,2-dichiorobenzene
(1,2-DCB)

P 4.6 Estimating Vapor Pressure Data

Since you live in a cold area, you are more interested in the vapor pressure of organic
compounds at 0°C as compared to 25°C. Estimate the vapor pressures at 0°C from
(i) the p; values given in Appendix C for 25°C, and (ii) only using the T}, and 7,
values (also given in Appendix C) for the following compounds:

COOH
(a) Methacrylate: HZC%
CH,

o]
i

C\O/CH3
(b) Dimethyl phthalate: ©i o
T CH,

cl cl
(c) 2,3,7,8-Tetrachlorodibenzo-p-dioxin: :@foﬁ
Ci O cl

Compare and discuss the results.

o=Q

P 4.7 Evaluating Experimental Vapor Pressure Data of the Widely Used
Pesticide Lindane

Using the Knudsen effusion technigue and highly purified samples of lindane
[(y-HCH), one of the most widely used and most frequently detected organochlorine
pesticides; see Willet et al. (1998)], Boehncke ct al. (1996) determined the vapor
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pressure of this compound in the temperature range between 20 and 50°C. For this
lemperature range they derived the following relationship (note that the melting
point of lindane is 112.5°C; its boiling point is 323.4°C):

In p{ /Pa=- +34.53 (1)

11754 K
T
Wania ct al. (1994) used commercial lindanc and a gas saturation method, and they

obtained for the temperature range between ~30° and +30°C:
. 2816
In pf /Pzi:"]:_“jjl_lg+39-l2 (2)
Finally, Hinckley et al. (1990), using the gas chromatographic technique, reported:

s
In p? /Pa =~ ?.ZI_EEE +25.67 (3)

for the temperature range between 40 and 85°C.

(a)  Calculate the vapor pressure and the cnthalpy of sublimation of lindanc at
25°C from each of these three equations, and compare the different values.
Why does Eq. 3 yicld such a different result as compared to Egs. 1 and 27 Try
to explain the differences between Eq. 1 aid Eq. 2. Which equation would you
recommend for estimating the vapor pressure of lindane in the ambient
temperature range? '

(b)  Estimate the free energy of fusion (A,G;) of lindanc at 25°C, (1) from the data
given above (Eqs. 1-3), and (i) using only the normal melting point
temperature. Any comments?

(c)  Estimate the vapor pressure of lindane at 25°C from its boiling and melting
point temperatures given above. Use both equations given in Section 4.4 (Eqs.
4-33 and 4-35) to estimate pj_, and Eq. 4-40 to get pg. Compare the results
with the p; values derived from the experimental data.

H o]
|

|
Cl ¢
|- e
¢ Ci?;k%ﬁ}—l
H
H HCI

1,2,3,4,5,6-Hexachlorocyclohexane
(y-HCH, Lindane)
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Chapter 5

Activity COEFFICIENT AND SOLUBILITY IN WATER

5.1

5.2

5.3

5.4
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Solubilities and Aqueous Activity Coefficients of Organic Solids ;

Solubilities and Aqueous Activity Coefficients of Organic Gases B

[llustrative Example 5.1: Deriving Liquid Aqueous Solubilities, Aqueous ‘
Activity Coefficients, and Excess Free Energies in Aqueous Solution from
Experimental Solubility Data -
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Illustrative Example 5.2: Evaluating the Factors that Govern the Aqueous
Activity Coefficient of a Given Compound
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Hlustrative Example 5.3: Evaluating the Effect of Temperature on Aqueous
Solubilities and Aqueous Activity Coefficients
Dissolved Inorganic Salts
lustrative Example 5.4: Quantifying the Effect of Inorganic Salts on
Aqueous Solubility and Aqueous Activity Coefficients
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Introduction

Whether an organic compound “likes” or “dislikes” being surrounded by liquid water,
or alternatively whether water “likes” or “dislikes” to accommodate a given organic
solute, is of utmost importance to the environmental behayior and impact of that com-
pound. Due to its small size and hydrogen-bonding characteristics, water is a rather
exceptional solvent. Indeed, environmentally relevant compounds have aqueous solu-
bilities ranging over more than ten orders of magnitude — from completely soluble
compounds (i.e., miscible) to levels of saturation that are so low that the concentration
can be measured only with very sophisticated methods (Appendix C). In this chapter,
we will discuss and try to visualize the molecular factors that cause this immense range
of results associated with transferring an organic compound from a nonaqueous phase
to an aqueous solution (or vice versa).

We will start our discussion by considering a special case, that is, the situation in which

.the molecules of a pure compound (gas, liquid, or solid) are partitioned so that its

concentration reflects equilibrium between the pure material and aqueous solution. In-
this case, we refer to the equilibrium concentration (or the saturation concentration) in
the aqueous phase as the water solubility or the aqueous solubility of the compound.
This concentration will be denoted as Cfy'. This compound property, which has been -
determined experimentally for many compounds, tells us the maximum concentration
of a given chemical that can be dissolved in pure water at a given temperature. In
Section 5.2, we will discuss how the aqueous activity coefficient at saturation, v, is
related to aqueous solubility. We will also examine when we can use Yo as the
activity coefficient of a compound in diluted aqueous solution, ¥, (which represents
a more relevant situation in the environment). '

In the next step in Section 5.3, we will explore how chemical structures of the solutes

govern their aqueous activity coefficients. This will be done by inspecting how the

chemical structures of the solutes correspond to different enthalpic and entropic con- -
tributions to the excess free energy of putting those substances in aqueous solution.

Using these insights we will extend the molecular interaction model that we intro-

duced and applied in Chapter 4 to quantitatively describe activity coefficients in

pure water. In Section 5.4, we will then deal with the effects of temperature and of
certain dissolved water constituents that may be present in the environment (ie.,

inorganic ions, organic cosolutes and cosolvents) on the solubilities and the aqucous

activity coefficients of organic compounds. Finally, in Section 5.5 we will comment

on experimental methods and on predictive tools used to estimate aqueous solubilitics

and aqueous activity coefficients of organic compounds.

Thermodynamic Considerations

Solubilities and Aqueous Activity Coefficients of Organic Liquids

Let us first imagine an experiment in which we bring a pure, water-immiscible organic
liguid into contact with pure water at a given temperature and ask what will happen.
Intuitively, we know that some organic molecules will lcave the organic phase and
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dissolve into water, while some water molecules will enter the organic liquid. A fter
some time, so many organic molecules will have entered the water that some will
begin to return to the organic phase. When the fluxes of molecules into and out of the
organic phase are balanced, the system has reached a state of equilibrium. At this point,
the amount of organic molecules in the water is the water solubility of that liquid
organic compound. Similarly, the amount of water molecules in the organic phase
reflects the solubility of water in that organic liquid.

To describe this process thermodynamically, at any instant in time during our experi-
ment, we can express the chemical potentials of the organic compound 7 in each of the
two phases (Chapter 3). For the compound in the organic liquid phase, we have:

ML = iy, + RT Inyy - xy (5-1

where we use the subscript L to indicate the pure liquid organic phase, although it
contains some water molecules. For the compound in the aqucous phase; the corre-
sponding expression of its chemical potential is:

iy = ILL;; +RT In YViw * Xy (5"2)

where we use the subscript w to refer to parameters of the compound i in the water,
Note that both expressions relate chemical potential to the same reference potential,
Mii.. Hence at any given time, the differcnce in chemical potentials of the “product”
(solutes in aqueous solution) minus the “reactant” (Z in its pure liquid) molecules is
given by: -

Hiw — My = RT In Yiw  Xiw = RT Inyu - x4, (5-3)

In the beginning of our experiment, [ is much larger than u,, (x,, is near ZE10),
Therefore, a net flux of organic molecules from the organic phase (higher chemical
potential) to the aqueous phase (lower chemical potential) occurs. This process
continues and x,, increases until the chemical potentials (or the fugacities) be-
come equal in both phases. At this point, equilibrium is reached and we may say;
Yiw X = Yo X and £, = £; ! Once at equilibrium, we obtain:

.sul' ‘] — i sat
I S RTIny, - RT Inys (5-4)
i RT

where now we use the superscript “sat” to indicate that we are dealing with a saturated
aqueous solution of the compound. In Eq. 5-4 we also retain the product of the gas
constant and system temperature, RT, to indicate that the ratio of concentrations in
the two phases is related to a difference in free energies (i.e., each term, R7'Iny, isa
free energy term for one mole of molecules in a particular state),

For the majority of the compounds of interest to us, we can now make two important
simplifying assumptions. First, in the organic liquid, the mole fraction of water is
small compared with the mole fraction of the compound itself; that is, x; remains
nearly 1 (see Table 5. 1). Also, we may assume that the compound shows idcal behavior
In its water-saturated liquid phase; that is, we set Y = 1. With these assumptions, after
Some rearrangement, Eq. 5-4 simplifies to:
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Table 5.1 Mole Fraction of Some Common Organic Liquids Saturated
with Water ¢

Organic Liquid i XL Organic Liquid i XiL,
n-Pentane 0.9995 ' Chlorobenzene 0.9981
n-Hexane 0.9995 Nitrobenzene 0.9860
n-Heptane 0.9993 Aminobenzene 0.9787
n-Octane 0.9994
n-Decane 0.9994 Dicthylether 0.9501
n-Hexadecane 0.9994 Methoxybenzene - 0.9924
Ethyl acetate 0.8620
Trichloromethane 0.9948 Butyl acetate 0.9000
Tetrachloromethane 0.9993 2-Butanone 0.6580
Trichloroethene 0.9977 2-Pentanone 0.8600
Tetrachloroethene 0.9993 2-Hexanone 0.8930
Benzene 0.9975 1-Butano] 0.4980
Toluene 0.9976 1-Pentanol 0.6580
1,3-Dimethylbenzene 0.9978 1-Hexanol 0.7100
1,3,5-Trimethylbenzene 0.9978 1-Octanol 0.8060
n-Propylbenzene 0.9958

“ Data from a compilation presented by Demond and Lindner (1993).

A sat E,sat
sat . Rl ln ’)/iw - Giw

In x;, - - (5-5)
RT R1
where GE™ is the excess fiee energy of the compound in saturated aqueous solution
(sce Chapter 3).

Now we can sec a key result. The aqueous mole fraction solubility of an organic
liquid is simply given by the inverse aqueous activity coefficient:

1
at Y
w =~ Jor liquids
iw
or in the more usual molar units (Eq. 3-43): (5-6)

. 1
Chy = T for liquids

w iw

where V, is the molar volume of water (0.018 L/mol).

Obviously, we can also say that for a liquid compound, the aqueous activity coefficient
at saturation is given by the inverse of its mole fraction solubility:
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Solubilities and Aqueous Activity Coefficients of Organic Solids

When considering the solubility of a solid organic compound in water, conceptually
we can imagine first converting it to the liquid state and then proceeding as above for
a liquid compound. The free energy cost involved in the solid-to-liquid conversion is
referred to as the fiee energy of fusion, AqsG; (Chapter 4). This entity can be derived
from experimental vapor pressure data (Eq. 4-14):

AweGy = RT In 22 (5-8)

is
It can also be estimated from the melting point of the compound (Eq. 4-41).
Now, we can express the difference in chemical potential as:

My — Ly = My (:uiL - AfusGl‘)

5.
=RTIn Y, 3 (RTIny, xy ~A, G)) (5-9)

By setting x;, and ¥ equal to 1, and by proceeding as above for liquids, we then
obtain at equilibrium (u,, — L =0):

Y :
X (5) = e s g " A G/ RT Jor solids

w sat
iw

or in molar units: (5-10)

C‘S“[(S) = J‘ , C_AfusG/‘/RT

iw

sat fOI‘ solids

w ' j/i\v
Now it is clear that the solubilities of organic solids in water are dependent on both
the incompatibility of the chemicals with the water and the case with which the
solids are converted to liquids.

One may also see how the aqueous activity coefficient is related to solubility for
organic substances that are solids:

pot s I <o DG IRT
w Lsat
i (S)
or: (5-11)
’}/.S"( - 1 ,e“AnnsGi/RT
iw

V:v ’ C’ﬁ\tl (S>

Recalling the concept of a subcooled liquid compound as one that has cooled below
its freezing temperature without becoming solid (Chapter 4.2), we may cvaluate the
solubility of such a hypothetical liquid, Cs (L), from Eq. 5-11 as:
,}/.Sill = 1 .
Vo) (5-12)

w

where the iquid compound solubility is related to the actual expérimenml solubility
of the solid compound by:
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CRAL) = Cit(5) oo (5-1

W w

Solubilities and Aqueous Activity Coefficients of Organic Gases

The aqueous solubility of a gaseous compound is commonly reported for 1 bar (or
1 atm = 1.013 bar) partial pressure of the pure compound. One of the few excep-
tions is the solubility of O, which is generally given for cquilibrium with the gas at
0.21 bar, since this value is appropriate for the earth’s atmosphere at sea level. As
discussed in Chapter 3, the partial pressurc of a compound in the gas phase (ideal
gas) at equilibrium above a liquid solution is identical to the fugacity of the compound
in the solution (see Fig. 3.9d). Therefore equating fugacity expressions for a com-
pound in both the gas phase and an equilibrated aqueous solution phasc, we have:

Pi=Yiw Xiw’ pll (5-14)

Now we can see how to express the mole fraction solubility of a gaseous organic
substance as a function of the partial pressure p;:

I p
i . 1 n \
iy =5 for gases
Yiw Pu
or in molar units: (5-15)

4 1 ;
Chi = e -
Y V, vk b

iw

for gases

It thus follows that the aqucous activity coefficient of a gaseous purc compound is
related to the solubility by:

P 1 . Pi
YT
or: v (5-16)
P 1 pi
Yie == '

. p. £y
Vo Ciw P

Note that ¥/ is not necessarily constant with varying p;. In fact, cvaluation of the
air-water equilibrium distribution ratio as a function of p; is onc of the methods that
can be used to assess the concentration dependence of ¥, of an organic compound,
regardless whether the compound is a gas, liquid, or solid at the temperature consid-
ered (see below).
1f, for sparingly soluble gases, we assume that yh is independent of concentration
(even at saturation, i.e., at p; = pj., where the compound is also present as a liquid),
then we can calculate the solubility of the superheated liquid compound, Ci'(L),
from the actual solubility determined at p; (e.g., at 1 bar) by:

Ci(L)=CP - i;; (5-17)

i

Some example calculations demonstrating how to derive ¥, and GE, values from
experimental solubility data are given in Illustrative Example 5.1,
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[Mustrative Example 5.1

!
:: /(’\ O/\/\
C/ o\/\/

i
0
di-n-butyl phthalate

Cur (25°Cy=3.4% 10 mol-L"!
T, <25°C

H

cl
cr c
- S~
o/ (/L nt
WoH

H Cl

1,2,3,4,5,6-hexachlorocyciohexane
{y-HCH)

Ci (25°C) = 2.5 x 1075 mol.L~!

iw

T = 113°C

H\ )—i
C=C
\
H Ci
Chiloroethene (viny! chioride)

Coor (25°C) = 4.4 % 107 mol L™
P, (25°C) =3.55 bar

Deriving Liquid Aqueous Solubilities, Aqueous Activity Coefficients,
and Excess Free Energies in Aqueous Solution from Experimental
Solubility Data

Problem

Calculate the C3(L), y* and GE, of (a) di-n-butyl phthalate, (b) y-1.2,3,4,5,6-
" hexachlorocyclohexane (y-HCH, lindane), and (c¢) chloroethene (vinyl chloride)
+ at 25°C using the data provided in Appendix C.

Answer (a)

Di-n-butylphthalate is a liquid at 25°C. Hence, Cf* = Gy (L) =3.4% 107 mol-1.7,
and (Eq. 5-7):

1
(0.018 L -mol™) (3.4 x 10~ mol - L)

sat

Vo =1.6x10°

which yields an excess free energy of:
Gu™ =RTIn y8 = (8.314 J-mol™! K (298.1 K) (14.3) = 35.4 kJ-mol™!

Answer (b)

y-HCH is a solid al 25°C. To calculate the solubility of liquid -HCH, estimate first N
the free energy of fusion from the normal melting point temperature (Eq. 4-41, see”
also Problem 4.7):

MGy = (56.5) [386 — 298] = 5.0 kJ - mol™!
Insert the values fo_r Gt and A G, into Eq. 5-13 to get C(L):
(L) = (2.5 % 107) " 924 = 1.9 x [0~ mo] -1~
Insertion of Ci% (L) into Bq. 5-12 yields:

Yiw =2.9x10°,and G = 31.2 kI -mol™

Answer (c)
Chloroethene (Vinylchloride) is a gas at 25°C. Calculate first the solubility of super-
heated liquid vinylchloride (Eq. 5-17):

Cio (L) =(4.4 % 10“2)( §—~15—§) =1.6x 107 mol-L"

This yields
Viw 23.5x10%, and GE = 14.5 kI - mol™!
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Table 5.2 Comparison of Activity Coefficients and Corresponding Excess Free
Energies of a Series of Organic Compounds in Dilute and Saturated Aqueous
Solution at 25°C (recall that GF = RT In ¥,,)

yi G Yo Gy’
Compound (kJ -mol™!) (kJ -mol™')
Methanol miscible miscible 1.6 12
Ethanol miscible miscible 37 32
Acetone miscible miscible 7.0 48
1-Butanol 7.0x% 10! 10.5 50x% 10! 9.7
Phenol 6.3 x 10! 10.3 5.7 x 10! 10.0
Aniline 14 % 10° 12.3 1.3 % 10? 12.1
3-Methylphenol 2.5 x 10 13.7 2.3 x 10! 13.5
1-Hexanol 9.0 x 10% 16.9 8.0 x 10? 16.5
Trichloromethane 7.9 x 10* 16.5 8.2 x10? 16.6
Benzene 2.5% 103 194 2.5 %103 194
Chlorobenzene 1.4 % 10* 23.7 1.3 x10* 23.5
Tetrachlorocthene 7.5 % 10* 27.8 5.0 x 10* 26.8
Naphthalene 6.7 x 10* 275 69x10* 276
1,2-Dichlorobenzene 6.2 x 10* 27.3 6.8 x 10* 276
1,3,5-Trimethylbenzene 1.3 % 10° 29.2 1.2x10° 29.0
Phenanthrene 2.0 x 108 359 1.7 x 10¢ 35.5
Anthracene : 2.5x 108 36.5 2.7 x 10¢ 36.7
Hexachlorobenzene 4.3 x 107 43.6 3.5 % 107 430
2,4 4’ -Trichlorobiphenyl 5.6 x 107 442 4.7 x 107 43.8
2,2’,5,5"-Tetrachlorobiphenyl 7.0 x 108 46.5 7.5 %107 449
Benzo(a)pyrene 3.2x 108 48.5 2.7 x 108 48.1

“ Data from Appendix C using enthalpy and entropy of fusion values given by Hinckley et al. (1990),
and Lide (1995). b Data from Sherman et al. (1996), Staudinger and Roberts (1996), Mitchell and
Jurs (1998).

Concentration Dependence of the Aqueous Activity Coefficient

From an environmental point of view, it is often of most interest to know the activ-
ity coefficient of an organic compound in dilute aqueous solution. This activity
coefficient is commonly denoted as ¥jy, and is referred to as limiting activity
coefficient or infinite dilution activity coefficient.

As we have shown above, activity coefficients can be deduced from the aqueous
solubilities (together with vapor pressure or melting data, as necessary). In this case,
the activity coefficient reflects the compatibility of the organic solute with water
solutions that may have been significantly modified by the presence of the solute
itself. It is important to know when such values of Yiy will be the same as the corre-
sponding ¥, values. Table 5.2 shows a comparison of ¥ values obtained from
solubility measurements (Egs. 5-6 and 5-10) with 75, values determined by various
methods (that will be addressed in Section 5.5) for a series of compounds covering a

very large range in activity coefficients. As is evident, even for compounds exhibiting
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a substantial aqueous solubility (e.g., 1-butanol, phenol), the differences between

the activity coefficients in dilute solution and in saturated solution are not larger than

about 30%. In fact, particularly for the more sparingly soluble compounds, the dif-

ferences are well within the range of error of the experimental data. Hence, for com-

pounds exhibiting activity coefficients larger than about 100 (which represents the

majority of the chemicals of interest to us), we will assume that ¥, is independent of
the concentration of the compound (and, therefore, we will typically omit any super-

script). By making this assumption, we imply that the organic solutes do not “fec]”

each other in the aqueous solution even under saturation conditions. Or to put it

more scientifically, we assume that the solvation of a given organic molecule by .
water molecules is not influenced by the other organic molecules present. But, as we

will see in the following, this assumption is not always true!

Molecular Interpretation of the Excess Free Energy
of Organic Compounds in Aqueous Solutions

Enthalpic and Entropic Contributions to the Excess Free Energy

Water is a very unique solvent that has two outstandin g characteristics: (1) the small
size of its molecules, and (2) the strong hydrogen bonding between these molecules.
Hence, when we consider the molecular factors that govern the free encrgy of the
transfer of an organic compound from its pure liquid into a pure aqueous phase, we
have to be aware that it takes quite a number of water molecules to surround each
organic molecule. Also, the water molecules adjacent to the organic solute are in a
special situation with respect to forming hydrogen bonds as compared to the other
bulk water molecules.

Before we deal with these molecular aspects in detail, it is instructive to inspect the
enthalpic (H}f) and entropic (-T-S,,) contributions {0 the excess free energics of
various organic compounds in aqueous solution (Table 5.3). Values representative of
saturated aqueous solutions of the compounds have been derived from measurements
of the enthalpies of dissolution of the liquids (ie., HE =A, H,Fig. 5.1) orsolids (HE
= Aysll;— AgH; , Fig. 5.1). Data suited to dilute conditions have been obtained from
cnthalpies of air~water partitioning (i.c., H o = Ay + A H, Fig. 5.1 ). Since in both
the saturated and dilute solution, the excess free energies are indistinguishable [data in
Table 5.2 gives GE, (dilute) = 0.989 GE™ (saturated) — 0.038, R? = 0.99], the entropy
contributions have been calculated using one (average) GE, value. Note that the ex-
perimental data reported in the literature show considerable scatter, particularly when
comparing H, values determined for saturated conditions with thosc determined for
dilute solutions. Therefore, the numbers given in Table 5.3 should be treated with some
caution. Nevertheless, these data allow us to draw some important general conclusions.

The first and most important feature that can be seen from the data (Tablc 5.3) is that
the excess enthalpies of the smaller-sized compounds are close to zero (i.e., between
~10 and +10 kJ - mol™"). This is even true for apolar compounds such as tetrachloro-
ethene or hexane. Hence in these cases, the intermolecular interactions that must be
disrupted to remove a small organic molecule from its pure liquid (i.c., the enthalpy
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Table 5.3 Enthalpic ( HE) and Entropic (SE) Contributions to the Excess Free
Energy of a Series of Organic Compounds in Saturated (“Sat™) and Dilute (“Dil”)
Aqueous Solution at 20 to 25°C. The Compounds are Ordered by Increasing Size
Expressed by Their Molar Volume

Molar Gy, HE T-SE
Volume® (kJmol™  (kJmol)  (kJmol™)
Compound (cm®mol™) Sat?/Dile! Sat/Dil
Trichloromethane 81 17 ~2/3 -19/-20
Benzene 89 19 2/4 —21/-23
2-Butanone 90 8 ~T7/-5 —15/-13
Trichloroethene 90 22 —4/2 -26/-20
Phenol : 90 10 1/8 -9/-2
Aniline 91 12 2 -10
Tetrachloromethane 97 23 —4/--2 ~27/-25
Tetrachloroethene 102 27 -5/3 ~32/-24
" Benzaldehyde 102 19 4/10 -15/-9
4-Methylphenol 103 13 2/11 ~11/-2
Diethylether 104 18 -20/—-14 ~31/-25
Benzylalcohol 104 12 -7 -19
Methylbenzene 106 23 2/6 ~21/-17
2-Pentanone 106 11 =7 ~19
Diethylsulfide A 108 .18 —1/-1 -19/-19
1-Pentanol 109 13 -8 21
n-Pentane 116 29 -2 ~3]
1,4-Dimethylbenzene 123 26 3/9 -23/-16
Naphthalene 130 28 9/12 -19/-16
n-Hexane 132 32 ~0 =32
1,3,5-Trimethylbenzene 139 29 8 -21
n-Propylbenzene 139 29 2 ~27
1-Octanol 158 23 -3 ~26
n-Octane 164 40 6 ~34
Hexachlorobenzene 167 43 ) 11/27 -32/-16
Phenanthrene “171 36 17/46 ~19/+10!
Anthracene 171 37 20/43 -17/+6!
Benzo(a)pyrene 223 48 25/61 ~23/+13!

¢ Calculated from density and molar mass. b Data from Whitehouse (1984), Abraham et al. (1990),
and Shiu et al. (1997). ¢ Data from Dewulf et al. (1995), Dohnal and Fenclové (1995), Staudinger
and Roberts (1996), and Alace et al. (1996). d Enthalpies of vaporization from Hinckley et al.
(1990), and Lide (1995).

of vaporization) are more or less replaced by intermolecular intcractions of cqual
strength in the water.

Only for larger apolar and weakly monopolar compounds (e.g., PAHs, PCBs) are signif-
icantly more positive HE values found. Indeed, if we cxamine the Af values within

single compound classes, we can see that this parameter becomes more positive as the
sizes of the structures increase (e.g., benzene, naphthalene, anthracene, benzo(a)pyrenc).
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Thus, for small organic compounds (molar volumes < 150 cm® mol™), it is the unfa-
vorable entropy term that dominates the excess free energy of solution. Since these
chemicals were historically studied first, this is probably the origin of the “sense”
that entropic effects determine the “hydrophobicity” of organic compounds. How-
ever, since larger organic compounds have increasingly disfavorable enthalpic con-
tributions, when we are interested in these substances both enthalpy and entropy
must be considered. At this point it should be noted that for these compounds (e.g.,
hexachlorobenzene, phenanthrene, anthracene) the HE values derived for saturated
and dilute conditions show considerable differences (Table 5.3). In all these cases
the HE values are significantly larger for dilute conditions. This difference in ex-
cess enthalpy is obviously compensated by an increase in excess entropy, since GE
is more or less independent of concentration (see above). To date, however, there are
not enough experimental data available to assess whether this is a real phenomenon,
or whether these findings are due to experimental artifacts. '

Molecular Picture of the Dissolution Process

Letus now try to visualize the various molecular changes that determine the enthalpies
and entropies of transfering an organic molecule from its pure liquid into water. As
already pointed out, one of the key concerns in this process is how the water molecules-
surrounding the organic compound arrange themselves to optimize their own inter-
actions from an energetic point of view. Since water is an “associated” liquid, mean-
ing that its molecules are hydrogen-bonded so extensively that they act as “packets”
of several H,0 molecules tied together, one-must also consider the organic solute’s
influence on water molecules that are not in direct contact with the organic solute, e

In the classical model view, it is thought that the water molecules form an ice-likc
structure around the organic molecule (Frank and Evans, 1945; Shinoda, 1977). This

results from the need of water molecules to maximize their hydrogen bonding. Since

the apolar portions of organic solutes cannot participate in this type of intermolecu-"

lar interaction, the water molecules lining the “solute cavity” were believed to orient y
so as to maximize their hydrogen bonding to the waters away from the solute. Such y
orientation would limit the directions these cavity-lining water molecules could
face, thereby baving the effect of “freezing” them in space. This freezing effect would
give rise to an enthalpy gain and an entropy loss, which would be in accordance with
the experimental solubility data. g

However, the results from numerous, more recent experimental and theoretical stud-
ies support an alternative picture (Blokzijl and Engberts, 1993; Meng and Kollman,
1996). In this scenario, the water surrounding a nonpolar solute maintains, but does
not enhance, its H-bonding network. One can imagine that, at ambicnt temperatures,
the packets of water molecules adjacent to an apolar organic molecule lose only a
very small proportion of their total hydrogen bonds (i.e., the packet: packet interac-
tions). By doing so, they are able to host an apolar solute of limited size without
losing a significant number of their H-bonds (Blokzijl and Engberts, 1993). Hence,
the introduction of a relatively small apolar or weakly polar organic solute that un-
dergoes primarily vdW interactions should not provoke a significant loss in enthalpy
due to the breaking of H-bonds among the water molecules. For such solutes it is,
therefore, not surprising that the enthalpy that has to be spent to isolate the com-
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pounds from their pure liquid (i.e., the enthalpy of vaporization) is about equal to the
enthalpy gained from the vdW interactions of the organic molecules with the water
molecules in the aqueous solution. Examples of such compounds include benzene,
tetrachloromethane, tetrachloroethene, methylbenzene (toluene), n-pentane, 1,4-
dimethylbenzene, and n-hexane (Table 5.3).

The factors that determine the large unfavorable entropy terms for these compounds
are somewhat more difficult to rationalize. First, there is a diminishing effect of the
favorable entropy of dissolving (or mixing) a (large) organic compound in a solvent
consisting of very small molecules, which is, of course, particularly true for water.
This excess entropy term can be as big as —8 kJ-mol™, depending on the size of the
organic compound. Note that a difference of about 6 kJ-mol™' (i.e., R7'In 10) means
a factor of 10 difference in the activity coefficient. However, as can be seen from
Table 5.3, the actual negative entropy contributions found for the apolar compounds
mentioned above are much larger (i.e., 20 — 30 kJ-mol™"). Hence, there must be other
factors that contribute significantly to this large negative entropy. It is conceivable
that the water molecules forming the hydration shell lose some of their freedom of
motion as compared to the bulk water:molecules when accommodating an (apolar)
organic compound. Alternatively, the organic compound itself could experience
such a Joss of freedom when being transferred from its pure liquid into an environ-
ment that is more “rigid,” because it is now surrounded by many solvent molecules
that are interconnected by hydrogen bonds. Moving from a liquid to a more solid-
like environment (thus losing translational, rotational, and flexing freedom) could
explain the quite substantial differences in excess entropy found between rigid aro-
matic (c.g., benzene, methylbenzene, naphthalene) and aliphatic compounds (e.g.,
pentane, hexane) of similar size (Table 5.3). Indeed, we have already noticed these
differences when discussing entropies of fusion in Section 4.4 (Table 4.5) and the
involved magnitudes are similar.

Let us now examine what happens to the enthalpy and entropy of solution in water if
we introduce a polar group on a small nonpolar organic structure. Generally, the
presence of a monopolar or bipolar group leads to a decrease in the enthalpy term
and an increase in the entropy term. For cxample, we can see such changes if we
contrast data for 2-pentanone with that for pentane (Table 5.3). Both of these thermo-
dynamic parameters imply that the polar moiety promotes the new compound’s solu-
bility over the unsubstituted structure. Note that in the case of bipolar compounds
(e.g., alcohols), the effect might.not seem as dramatic as may be expected (c.g.,
compare pentanc, 2-pentanone, and 1-pentanol in Table 5.3). But onc has to keep in
mind that for bipolar compounds (in contrast to the monopolar compounds), polar
attractions in the pure organic liquid have to be overcome as part of the total energy
of transferring the compound to water.

To rationalize the cffect of polar groups on M and SE, we can imagine that polar
interactions with the water molecules around the solute cavity replace some of the
hydrogen bonds bcetween the water molecules. As indicated by the experimental
data, this loss of water:water interaction enthalpy seems to be compensated by the
cnthalpy gained from the organic solute:water polar interactions. At this point it
should also be mentioned that additional polarization effects could enhance the
interaction between the organic solute and the water molecules in the hydration shell
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(Blokzijl and Engberts, 1993). To explain the entropy gain, we can imagine that a
(partial) “loosening up” of the waters surrounding an organic solute will increase the
freedom of motion of both the water molecules and the organic solute involved.

So far, we have considered rather small-sized organic molecules. Larger molecules
such as the PAHs or the PCBs exhibit large positive cxcess enthalpies (Table 5.3),
Apparently, with increasing apolar solute size, water is not able to maintain a maxi-
mum of hydrogen bonds among the water molecules involved. Hence, for these
types of compounds the excess enthalpy term may become dominant (Table 5.3).

In summary, we can conclude that the excess free energy of an organic compound in
aqueous solution, and thus its activity coefficient, depends especially on (1) the size
and the shape of the molecule, and (2) its H-donor and/or H-acceptor properties.

Model for Description of the Aqueous Activity Coefficient

Let us now extend our molecular descriptor model introduced in'Chapter 4 (Eqs. 426"~
and-4-27) to the aqueous activity coefficient. We should point out it is not our principal
goal to derive an optimized tool for prediction of ¥, but to develop further our undet-
standing of how certain structural features determine a compound’s partitioning
behavior between aqueous and nonaqueous phases. Therefore, we will try to keep our
model as simple as possible. For a more comprehensive treatment of this topic [i.e., of
so-called lincar solvation energy refationships (LSERSs)] we refer to the literature (e.g.,
Kamlet et al., 1983; Abraham et al., 1990; Abraham, 1993; Abraham et al., 1994aand

b; Sherman et al., 1996). ' C

First, we consider how a compound’s size may influence its activity coefficient, -
which is related to its liquid aqueous solubilities (Section 5.2). Generally, within any
one compound class, we have already seen that the excess free energy of solution in
water becomes more positive as we consider larger and larger members of each com-
pound class. In each case, we are increasing the size of the molecules in the com-
pound class by adding apolar portions to the overall structure (. g., —CH,~ groups).
Consequently, the integral interactions with the solvent water molecules become
increasingly unfavorable.

In light of such empirical trends, and as is illustrated by Fig. 5.2, we should not be
surprised to see that relationships of the following forms can be found for individual
compound classes: '
Iny,, = a-(size;)+b
or: (5-18)
InCyl (L) =~c(size,)+d

The size parameter in such correlations can come from molecular weights, molar
volumes, or other related parameters. One such parameter is the estimate of com-
pound size based on the incremental contributions of the atoms involved. Such an
approach is the basis for methods like thosc of McGowan (sec Box 5.1 below).

Having means to estimate relative solute sizes, we recognize that we can now csti-
male a new compound’s aqueous activity coefficient and/or tiquid solubility from
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Table 5.4 Linear Relationships Between log C32(L) and V. “ for the Various Sets
of Compounds Shown in Fig. 5.2 (all data for 25°C).

log Cs3(L) /(mol-L)

=—c-Vo+d®

Set of Compounds ne c d R?

n-Alkanes 8 0.0442 0.34 0.99
Branched alkanes 7 0.0349 -0.38 0.97
Primary alkanols 10 0.0416 3.01 0.99
Secondary alkanols 5 0.0435 3.52 0.99
Tertiary alkanols 6 0.0438 4.01 0.99
Chlorinated benzenes 13 0.0556 2.27 0.99
Polycyclic aromatic hydrocarbons 13 0.0399 1.90 0.99
Polyhalogenated C;- and C,-compounds 27 0.0404 1.85 0.86

* Molar volume in cm?-mol™! estimated by the method discussed in Box. 5.1. 2 Eq. 5-18; note that
decadic instead of natural logarithms are used. © Number of compounds.

knowledge of the liquid solubilities of other chemicals in its compound class (see -
examples given in Table 5.4).

While the relations of chemical size and solubility are gratifying to recognize, we
still notice that each compound class exhibits its own behavior (Fig. 5.2). Hence, we
may wonder if there is any means to account for variations from compound class to
compound class. Based on our visualizations of organic solute intermolecular inter-
actions, it is not surprising to learn that parameters that quantify the importance of
interactions like hydrogen bonding can be used to adjust for differences between
compound classes.

Thinking in analogy to our discussions of the influence of molecular structure on

vapor pressures (Egs. 4-24 to 4-27), we can try to express Iny, by a series of terms

describing the various molecular interactions and freedoms of motions when trans-

ferring a compound from its pure liquid to water. Unlike the cases discussed in

Chapter 4, where one of the phases was the gas phase, now we need to account for

both the molecular interactions between the compound and the water and the inter-

actions in the pure liquid. This latter group of interactions, however, can simply be

» characterized by using the vapor pressure of the compound as a quantitative measure

| of the intermolecular interactions in the pure liquid. Our problem then reduces to
describing the transfer of an organic compound from the gas phase to water:

In %, =—Inpy, + terms describing the gas—water transfer (5-19)

It is easy to see that for describing the solvation of an organic solute in water we need
to account not only for the size of the molecule (or of the cavity that needs to be
formed), but also for the vdW and hydrogen-bonding interactions of the solute with
the water molecules. By assuming that the average vdW, H-donor, and H-acceptor

_ properties of the water forming the hydration shell do not vary much with the type of
organic solute that they surround, we can include these properties in a correlation
equation with appropriate scaling coefficients: :
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2
Iny, =-Inp; + s|(V)* o=l + a(o) + b(B,) + vV, +constant (5-20
iw P i nz 2 1 )

Di

vdW (dispersive) H-donor H-acceptor size

Note that our multiparameter LFER Eq. 5-20 includes two terms that contain a volume
term (a quantitative measure of the volume of one mole molecules) as a size parameter
(“vdW,” “size”-terms). This ¥; value can be the molar volume, V,., of the compound
(derived from the molar mass and the density of the compound, see Chapters 3 and 4),
or it can be an estimated entity (see Box 5.1). Therefore, we denote this term as ¥; and
not V. We will, however, use the term “molar volume” even if we refer to estimated ¥,

values.

A question that one might ask is whether it is necessary to include two volume terms
in Eq. 5-20, because one could imagine that these two terms are strongly corrclated

Box 5.1 Estimating Molar Volumes from Structure

A very common way of expressing the bulk size of the molecules of a given compound (or more precisely of 1 mole
of the compound) is to use the “molar volume,” ¥}, of the compound. As we have already discussed in Chapters 3
and 4, we can derive ¥; from the molar mass and from the liquid density (i.e., ¥;= V, = M/ py,.a given temperature.
This way of defining ¥; has, however, certain disadvantages when we want to express the bulk size of a given

compound molecule in equations such as Eq. 5-20. First, because py; is a bulk property, for polar compounds (e.g., - -« -

alcohols) that have a network-like hydrogen-bond structure, the calculated ¥; value represents a molar volume that
reflects not only the intrinsic molecular volume but also the bulk structure. Second, adjustments have to be made
when dealing with compounds that are solids. Therefore, various methods for estimating ¥; values from the
structure of the compound have been developed (for an overview see Chapter 18 and Yalkowski and Banerjee,
1992; Mackay et al., 1992-1997). Although each of these methods yields different absolute ¥; values, the various
data sets correlate reasonably well with each other (Mackay et al., 1992-1997). A simple method that seems to work
almost as well as the more sophisticated approaches has been proposed by McGowan and coworkers (McGowan
and Mellors, 1986; Abraham and McGowan, 1987). In this method, each element is assigned a characteristic atomic
volume (sce table below) and the total volume, which is denoted as V,, is calculated by just summing up all atomic
volumes and by subtracting 6.56 cm?® mol™ for each bond, no matter whether single, double, or triple. Thus, ¥, for
benzene is calculated as ¥}, = (6) (16.35) +(6) (8.71) ~(12) (6.56) = 71.6 cm® mol™, an example that illustrates how
trivial the calculation is. Of course, by this method, identical ¥}, values will be obtained for structural isomers,
which is, howcver, a reasonable first approximation for many applications. Note again that for each bond between
two atoms, 6.56 cm® mol™ is to be subtracted. Some example calculations are included in some of the illustrative
examples.

Characteristic Atomic Volumes in cm?® mol™! (From Abraham and McGowan, 1987)

C 1635 H 8.71 O 1243 N 1439 P 2487 F 1048 Cl 2095
Br 26.21 I 34.53 S 2291 Si 26.83 ‘
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to each other. In fact, when applying Eq. 5-20 to nonpolar organic solvents (see
Chapter 6), it is sufficient to use only the vdW term (which decreases ¥, because s is
negative; see below). We can, however, easily see that in the special case of water as
a solvent, we need to include an additional size term in order to address the large
entropy costs when inserting an organic solute into the bulk water. Figure 5.34
shows that with this equation, the aqueous activity coefficients of over 250 com-
pounds covering a wide variety of compound classes can be collapsed onto one line

reasonably well.

This result is accomplished without considering the dipolarity/polarizability character-
istics that one can expect to play a role in a polar solvent such as water. Consequently,
it can be expected that the still-large scatter observed in the data shown in Fig. 5.3a can
be further reduced, if one adds another parameter that takes into account these aspects.
One widely used additional parameter (in addition to ¢; and ) that is thought to ex-
press the dipolarity/polarizability of an organic compound is a parameter commonly
denoted as 7, Notc that scveral sets of 7; values have been derived that may be some- - - -
what different in absolute numbers (e.g., 7; values reported by Li et al., 1993). Table
5.5 summarizes 77; values for some representative compounds. Inspection of Table 5.5
shows that 7; ranges between O for the apolar alkanes up to almost 2 for aromatic
compounds exhibiting several polar groups (e.g., 4-nitrophenol). For more details,
particularly with respect to the derivation of this not-so-easy-to-interpret parameter,
“we refer to the literature (e.g., Abraham et al., 1991 and 1994a, and references cited
_therein). Inclusion of 7; into Eq. 5-20 then yields:

' o el 2 : :
Iny,, =-In p§,+5{(‘4)2’3(ﬁ?*lﬂ + p(m) + ala)+ (>-21)
. np t+2

vdW (dispersive) dipolarity/ H-donor
polarizability

+b(B;) + vV;+ constant
H-acceptor size

As is illustrated by Fig. 5.3b, with this extended equation, the fit of the experimental
data can be improved significantly. The best fit equation obtained from the experi-
mental data set is:

' 2
Iny,, =—In p’. /bar—0.572 [(V,-x)m( iz”—;_—;- ﬂ_ 5.78 (%,)— 8.77 ()
i (5-22)

~11.1(B,)+0.0472 V,, +9.49

Note that for the derivation of Eq. 5-22 we have adopted a very simple characteristic
atomic volume contribution method estimating ¥; (see Box 5.1), which we denote as
V,. Since the various methods commonly used to assess “molar volumes” yield
quite different absolute values (see e.g., Mackay et al., 1992-1997), ¥, values in
cm’® mol™' calculated by this method should be used when applying Eq. 5-22. Hence,
if, in addition to ¥y, pi, nps ps» @i, 20d b; are known or can be estimated for a given




Figure 53 Plot of experimental
versus fitted Iny,, values for 266
compounds covering a wide variety
of compound classes. (a) Fit with-
out using the polarizability parame-
ter 7; (Eq. 5-20). (b) Fit including 7;
(Eq. 5-21). The fitting parameters
for case (b) are given in Eq. 5-22.
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compound (e.g., Platts ct al., 2000), its activity coefficient and therefore also its
liquid aqueous solubility (Egs. 5-7 and 5-12) can be predicted from Eq. 5-22 within
a factor of 2 to 3.

It should be noted that when replacing the London dispersive interactions term by
other properties such as, for example, the air-hexadecanc partition constant, by ex-
pressing the surface arca in a more sophisticated way, and/or by including additional
terms, the predictive capability could still be somewhat improved. From our earlier
discussions, we should recall that we do not yet exactly understand all the molecular
factors that govern the solvation of organic compounds in water, particularly with
respect to the entropic contributions. It is important to realize that for many of the
various molecular descriptors that are presently used in the literature to model Yiw OT
related properties (sec Section 5.5), it is not known exactly how they contribute to
the excess free energy of the compound in aqueous solution. Therefore, when also
considering that some of the descriptors used are correlated to cach other (a fact that
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Table 5.5 Some Representative 7; Values

Compound or 7 Compound or 9
Group of Compounds ' Group of Compounds !
Alkanes 0.00 1,2,3-Trimethylbenzene 0.61
Cycloalkanes 0.10 1,3,5-Trimethylbenzene 0.52
1-Alkenes 0.08 Naphthalene 0.92
1-Alkines : 0.23 Acenaphthene 1.04
Aliphatic ethers (ROR") 0.25 Chlorobenzene 0.65
Aliphatic aldehydes (RCHO) 0.65 1,2-Dichlorobenzene 0.76
Aliphatic ketones (RCOR") 0.68 1,4-Dichlorobenzene 0.75
Aliphatic carboxylic acid esters (RCOOR" 0.55-0.60 1,2,3-Trichlorobenzene 0.86
Aliphatic amines (RINH,) 0.35 1,3,5-Trichlorobenzene 0.73
Primary aliphatic alcohols (R-CH,OH) 042 1,2,3 4-Tetrachlorobenzene 0.92
Secondary aliphatic alcohols (RR'CHOH)  0.36 1,2,4,5-Tetrachlorobenzene 0.86
Aliphatic carboxylic acids (RCOOH) 0.63 Benzaldehyde SRR O ¢ O
Trichloromethane 049 Benzonitrile SN (Y
Tetrachloromethane 0.38 Nitrobenzene , 1.11
1,1,2,2-Tetrachloroethane 0.76 Phenol .0.89
Tetrachlorocthene 042 Alkylphenol 0.80-0. 90
Tribromomethane ' 0.68 2-Chlorophenol o 0.88
Benzene 0.52 4-Chlorophenol 1.08
Toluene , 052 2-Nitrophenol o 1.05
1,2-Dimethylbenzene 056 4-Nitrophenol e 12

1 ,4-Dimethylbenzene 0.52 _ R

9 Data from Abraham et al. (1994a).

is often not recognized in the literature!), our policy should be to use as few and as
clearly defined parameters as possible. There is certainly still room for further
improvements in this arca of research. Nevertheless, as is demonstrated by the examples
discussed in Illustrative Example 5.2, Eq. 5-22 is very useful to assess which molecular
factors primarily determine the aqueous activity coefficient (or the excess free energy in
water) of a given compound,

A very important conclusion that we can draw from our effort to use insights on inter-
molecular interactions to develop a means to estimate ¥, is that this important com-
pound property is very sensitive to changes in the structure of a compound. Hence,
as we will also notice in the following chapters, in any simple structure~property or
property—property relationship involving ¥, (or C* (L)), we have to be carcful to
confine a given equation to a set of compounds for which structural differences
cither are not reflected, or are proportionally reflected in the type of molecular
descriptors used in Eq. 5-22. Otherwise, we are in danger of mixing apples with
oranges (and grapes!). For example, as already addressed above, it is common
practice to try to correlate the aqueous activity coefficient (or the liquid aqueous
solubility as in Fig. 5.2) with the size (molar volume, total surface arca) of the
organic molecule. As s illustrated by Fig. 5.2, good correlations can be expected only
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for sets of compounds that fulfill the above-méntioned criteria. Fig. 5.2a shows, for
example, that even sets of quite closely related compounds such as n-alkanes and
highly branched alkanes, or primary, secondary, and tertiary aliphatic alcohols,
exhibit different linear relationships between liquid aqueous solubility and molar
volume. In the case of the apolar alkanes (i.c., 7, = a; = 3, = 0), the differences must
be due to the different shapes of the n-alkanes as compared to the highly branched
ones. In the case of the aliphatic alcohols, the differences between the three sets of
compounds can be found primarily in the polar interaction terms of the alcohol
moieties. Within each series, however, very good correlations are obtained. Two
other examples where quite satisfying correlations are obtained, are shown in Fig.
5.2b. The rather good correlation found for the apolar, rigid chlorinated benzenes
(Le., ;= ;= 0) does not come as a surprise, because these compounds cxhibit also
very similar 7, values (Table 5.5). In the case of the PAHs, however, the correlation
does hold only because the polar parameters (i.e., 7; and f3; ) increase both with
increasing size. Finally, Fig. 5.2¢ shows a group of compounds, the polyhalogenated

- Cy- and Cy-compounds, for which, intuitively, we might have expected a much better

result. A closer inspection of the polar parameters of the various compounds shows,
however, that the rather large scatter could have been anticipated. For cxample, the
7, & and f3; values of the similarly sized 1,1,2,2-tetrachloroethane and tetrachloro-
ethene differ substantially (0.76, 0.16, 0.12 versus 0.42, 0.0, 0.0, respectively),
which is reflected in the 20-times-higher liquid aqueous solubility of 1,1,2,2-tetra-
chloroethanc as compared to tetrachloroethene. This example should remind us
again that such simple one-parameter correlations work, in general, only for limijted
sets of “structurally closely related” compounds for which they may, however, be
very powerful predictive tools. Obviously, as shown by the examples in F ig. 5.2, it -
may not always be clear whether two compounds are structurally closely related
with respect to the factors that govern their aqueous activity cocfficients. In such cases
inspection of the type of parameters used in Eq. 5-22 may be very helpful for selccting
appropriate reference compounds.

Ulustrative Example 5.2

NN

n-octane (Oct)

P, = 1826 Pa

Vi =123.6 cm® mol-!
Api = 1.397

o= o = 'B,- =0

Evaluating the Factors that Govern the Aqucous Activity Coefficient
of 2 Given Compound

Problem

Calculate the activity coefficients as well as the excess frec energies of n-octane
(Oct), 1-methylnaphthalene (1-MeNa), and 4-t-butylphenol (4-BuPh) in aqueous
solution at 25°C using Eq. 5-22. Compare and discuss the contributions of the
various terms in Eq. 5-22.

Answer

Get the pj values from the ddta given in Appendix C. Note that 4-BuPh (T, =
99°C) 1s a solid at 25°C (use Eq. 4-40 to estimate pi. from py). Calculate ¥, using
the method described in Box 5.1. Get the np; values of the compounds from Lide
(1995). Use the a, and f3, and 7; values given in Tables 4.3 and 5.5. The resulting
data scts for the three compounds arc given in the margin. Recall that GE=RT'In .
Inscrtion of the respective values into Eq. 5-22 yields the following result:
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CHy Oct 1-MeNa 4-BuPh
Ay, (Gu) Al (GE)  Almyn  (GE)
Term - (kJ -mol™) - (kJ -mol™) - (kJ -mol™)
fumethyrnaphinalens (1-MeNa) 1 pi +400  ($99) 4940  (+233) 4961  (+23.8)
p: =833 Pa ~vdW* 342 (-85) 494 (-122) 453 (-11.2)
V. =122.6 cm® ol ~5.78 7, 0 520 (-129) -5.14  (~12.7)
npi = 1617 -8.77 o 0 0 —491 (-12.2)
m =090 -11.12 0 ~2.22 (-55) 433 (-10.7)
o =0 +0.0472 V, +5.83 (+14.4) +5.7 (+14.3) +6.32 (+15.7)
Bi =020 + constant +9.49 (+235)  +9.49 (+23.5)  +949 (+23.5).
In %, (GE) 15.9 (393) 122 (30.5) 651 (16.2)
(lsHi@ exp. value 160 12.5 7.15
HaC— OH
()
¢ dispersive vdW =0.572 | (v ) | 2 C
4-tbutyl-phenol . ,,;/ +2
p, =675 Pa _
= 3 mol™! , : .
]‘1/"" ~ }3531'3 cm” mol First, you note that, although the three compounds are of comparable size, there are
ﬁ'?' = 0.89 significant differences in their ¥, (i.e., GZ) values.
o =056 N : : : : : .
B =039 As is evident, the lack of any polar interactions with the water molecules is the major

cause for the large hydrophobicity of Oct, although this compound exhibits the highest
vapor pressurc (which facilitates the transfer of Oct from the pure liquid into another
phasc as compared to the other two compounds). Comparison of 1-MeNa with Oct
reveals that the lower activity coefficients (i.e., the higher liquid water solubilities) of
aromatic compounds as compared to aliphatic compounds of similar size arc prima-
rily due to the relatively large polarizability term (7;) of aromatic structures. Finally,
from comparing 4-BuPh with 1-MeNa it can be seen that H-bond interactions (o, 8-
terms) may decrcase ¥, by several orders of magnitude (note that for these two
compounds, all other terms contribute similarly to the overall ¥,,).

.54 . Effect of Temperature and Solution Composition
on Aqueous Solubility and Activity Coefficient

So far, we have focused on how differences in molecular structure affect the solubil-
ities and activity coefficients of organic compounds in pure water at 25°C. The next
step is to evaluate the influence of some important environmental factors on these
properties. In the following we consider three such factors: temperature, ionic
strength (i.c., dissolved salts), and organic cosolutes. The influence of pH of the
aqueous solution, which is most important for acids and bases, will be discussed in
Chapter 8.




Figure 5.4 Effect of temperature on
the mole fraction solubility in water
of some halogenated hydrocarbons.
¥HCH is %1,2,3,4,5,6-hexachloro-
cyclohexane (lindane; for structure
see [llustrative Example 5.1). Data
from Horvath (1982).
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Let us consider the temperature dependence of the mole fraction solubility of organic
liquids. Since xiy'/ x; = x$ (x, = 1) represents the partitioning constant between the
aqueous phase and the pure liquid, for a narrow temperature range, its temperature B
dependence is glven by (Section 3.4):

B
Inxst(L) -—%—-—;—1+constant (5-23)

When expressing aqueous solubility in molar units we may write Eq. 5-23 as:
InC(L)= _Hw L + constant' (5-24)
R T

Now constant' = constant --log V. V,, and we assume a temperature-independent molar
volume (V) of the aqueous solutlon (see Section 3.4).

For the majority of the (subcooled) liquid compounds, the excess enthalpy, HE | is
quite small and may even be negative at 25°C (Table 5.3). Thus, for a temperatare
range between 0 and 80°C, the change in the liquid solubility with increasing tem-
perature is therefore rather small (Fig. 5.4). For some compounds like CH ;Br(L),
CHCI,~CH,CI, and CCly, a solubility minimum is found at ambient temperatures.
This occurs because, at Jow temperatures, HE is negative and, in general, HE, be-
comes more positive with increasing temperature [in contrast to A, H;, which de-
creases with increasing temperature (see Chapter 4)]. This observation can be ex-
plained by the fact that at elevated temperatures, some of the hydrogen bonds among
the water molecules forming the hydration shell are broken, which leads to a more
positive excess enthalpy. Thus, when applying Eqs. 5-23 or 5-24, we know that HE
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is not constant over the whole ambient temperature range and we can see some
curvature in the plots of log x£* versus 1/ (Fig. 5.4). This is, howevcr, not too much of
a problem since the temperature effect is small anyway. For most com-pounds xf, (L)
(or C3t(L)) will vary less than a factor of 2 between 0 and 30°C. Only for the larger,
rigid, apolar compounds such as PAHs, PCBs, and polychlorinated dibenzodioxines
(PCDDs), is the effect of temperature on the liquid aqueous solubility significant

[see Illustrative Example 5.3, case (b)].

When we are interested in the actual solubilities of solids or gases, howcver, the
effect of temperature becomes much more important (e.g., CI;Br(g) and y-HCH(s)
in Fig. 5.4). Now we must consider the total enthalpy change when transferring a
molecule from the solid or gas phase, respectively, to water. This total enthalpy
change includes the sum of the cnthalpy of the phase change (i.c., conversion of a
solid into a subcooled liquid or a gas into a superheated liquid at the temperature of
interest) and the excess enthalpy of solution. Hence, for solids the temperature de-
pendence of solubility over a narrow temperature range is given by:

InCt(s) =~ M—-Hﬂ . i +constant - (5-25)
R T
and for gases:
1b “Avu)Hi + [111\; 1
InC,,"(g) =~ —-——LR—————- T + constant (5-26)

Note that, in general, the resulting enthalpy change will be positive in the case of
solids (due to the large positive AgH;) and negative (dominating positive A, ;)
in the case of gases. Consequently, the solubility of solids increases with increasing
temperature, since the “cost” of melting decreases with increasing temperature (and
becomes zero at the melting point). Conversely, the difficulty in condensing gascous -
organic compounds increases with increasing temperature; thus, heating an aqueous
solution tends to diminish solubilities of (organic) gases through this term. Some
applications of Eqs. 5-23 to 5-26 are given in the Illustrative Example 5.3.

Ilustrative Example 5.3

¢
H—C—Cl
c

trichoromethane
{chloroform)

Ty = —63°C

Evaluating the Effect of Temperature on Aqueous Solubilities
and Aqueous Activity Coefficients

% Problem

{ Estimate the solubilities, Cf%', the activity coefficients,yf, and the excess
% enthalpies, HE, in water of (a) trichloromethane at 5°C, (b) dibenzofuran at 10°C,
and (c) chloroethene (vinyl chloride) at 40°C.

Answer (a)

Since trichloromethane is a liquid at ambient temperatures, the magnitude of change
in its solubility with solution temperature is dictated by its excess enthalpy, HE (Eq.
5-23). Generally, for low-molecular-weight compounds, you can expect that HE
will not be too different from zero (£ 10 kJ-mol™; see Table 5.3). Hence, at 5°C both
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G andy§ should not differ too much from the corresponding values at 25°C. In

sata
T i fact, inspection of the experimental data reported by Horvath (1982) shows that
0 0.001514 between 0 and 30°C the mole fraction solubility of trichloromethane decreases, but
10 0.001366 only about 20% (see margin). Since HE increases with increasing temperature, use
20 0.001249 only the two x§& values given at 0 and 10°C to estimate x5 at 5°C (Eq. 5-23):
25 0.001203 .
30 0.001168 799
4 Data from Horvath (1982). In xf = —-T— -9418 (1

Note again that the excess enthalpy of solution of trichloromethane between 0 and
10°C is slightly negative, i.e., HE, =799 K) (8.31) =~ 6.6 kJ-mol™,

Insertion of 7= 278.2 K into Eq. 1 yields x£&'(5°C) = 0.001436 or, in molar concen-
trations (Eq. 3-43):

CH(5°C) = x$% / 7, =(0.001436) / (0.018) = 8.0 x 10 mol L

The aqueous activity coefficient is given by 1/ (trichloromethane is a liquid; see
Eq. 5.6):

yi(5°C) =1/(0.001436) = 7.0 x 1¢?

Answer (b) :
Dibenzofuran is a solid at ambient temperatures. Hence, the enthalpy of solution -

© (Ay:H) is given by the sum of the enthalpy of fusion (Ag,H,) and the excess enthalpy

dibenzofuran in aqueous solution ( Hf,) (Fig. 5.1 and Eq. 5-25). In a paper by. Shiu et al. (1997)
M= 1682 g -mol” you find aqueous solubility data expressed in g-m™ for dibenzofuran at various
T, =87°C temperatures (see margin). For simplicity, assume that V,, is temperature independent.

Calculate 1/T in K™ and log Ci:
T/ (°C) c v/ (gm)

5 192 1/T (K™ 0003597 0.003472 0.003356 0.003247  0.003145
15 3.04

25 475 log C3* /(g-m™) 0282 0.483 0.677 0.879 1.069
35 7.56

45 117

and perform a least square fit of log C§ versus 1/ T

“ Data from Shiu et al. (1997).

log C;‘\‘":‘/(g~m"3)=——y$~2—+6.536 (2)

From the slope one obtains an average A, J/; [= (1742) (2.303) (8.31)] value of 33.4
kJ-mol™!. Note that because we use decadic logarithms, the slope in Eq. 2 is equal to
AyH; /(2.303) R. Hence, the aqueous solubility increases by about a factor of 1.6 per 10
degrees increase in temperature (Table 3.5). Insertion of 7= 283.2 K into Eq. 2 yields:

log C: (10°C) = 0.385 or Ci2* (10°C) = 2.43 g-m">

or, in molar concentrations:
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"L
= C\
H Cl
chloroethene
(vinyl chioride)

Ty, =—13.4°C

T7(°C) xjita pylbar®
0 0.00158 1.70
25 0.000798 3.86
50 0.000410 7.69

“ Data from Horvath (1982).

Activity Coefficient and Solubility in Water

(2.43%x107)
(168.2)

C (10°C) = =1.44% 107 mol 1!

To get the activity coefﬁcient, estimate first the aqueous solubility of subcooled liquid
dibenzofuran at 283 K (Eq. 5-12). To the end, estimate AgsG; at 10°C from T, using
Eq. 4-41:

ApG; (10°C) = (56.5+ 0~ 19.2 log 2) (77) = 3.9 kJ-mol”!
Insertion into Eq. 5-13 yields
G (L, IO°'C) =(1.44x107%) (5.3) = 7.6 x 105 mol - L"!
and thus (Eq. 5-12)
Yiv (10°C)=1/(7.6 x 10-5) (0.018)=7.3x 10°

To estimate HE

fw?

assume a constant Ay A, below the melting point:
Bl = B H, (1) = Ty g, (T,)
Use Eq 4-39 to estimate A, S, (T, mh
' AusS; (Tr) = (56.5 +0~19.2 log 2) = 50.8 J-mol~! K-!

This yields
| AwsH; = (50.8) (360) = 18.3 kJ-mol-!
and ' '

HE, = AyH, ~ AqH; =334 18.3 = 5.7 kJ-mol-!

Note that this HE value reépresents an average value for the ambient temperature
range.

Answer (c)

Chloroethene (vinyl chloride) is a gas at the temperature considered. Hence, the
enthalpy of solution (A,,H)) is given by the sum of the enthalpy of condensation
(Aconaf;, which is equal to the negative enthalpy of vaporization) and the excess
enthalpy in aqueous solution (H},) (Fig. 5.1 and Eg. 5-26). Horvath et al. (1982)
gives the solubilities of chloroethene at 0°C, 25°C, and 50°C and 1 bar partial
pressure. Also given are the vapor pressures of the superheated liquid at these three
temperatures,

After conversion of °C o K, perform a least square fit of In x,{f,’“ versus 1/ Tt

In x,’b="=+—237—§;15.134 (3)
w T
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From the slope you obtain a A, H; [= ~ (2375) (8.31)] value of —19.7 kJ-mol™,
meaning that the solubility of chloroethene decreases by about a factor of 1.3 per 10

degrees lié}crease in temperature (Table 3.5). Insertion of 7= 313.2 K into Eq. 3

yields x;, (40°C)=0.000526 or in molar concentration (Eq. 3-43):

CiX™ (40°C) = 2.9 x 1072 mol - L

To get the activity coefficient of chloroethene (Eq. 5-15) calculate its vapor pressure
at 40°C using the least square fit of In pj} versus 1/ T:

In pj/bar=— 2662 4 10283 )
T

Insertion of 7=313.2 K into Eq. 4 yields a p; value of 5.95 bar, which yields a y
value of (Eq. 5-16):

1 _ 1 bar
(0.000526) 5.95 bar

Y (40°C) = =3.2x10°

From the slope in Eq. 4 you can obtain A, H; [= (2662) (8.31)] = 22.1 kJ-mol"".
Thus, one obtains an average HE value of: '
HE = DuH, + AygpH = ~19.7422.1 =+ 2.4 kJ -mol""

which means that the activity coefficient of chloroethene is more or less constant:
over the ambient temperature range.

Dissolved Inorganic Salts

When considering saline environments (e.g., seawater, salt lakes, subsurface brincs),
we have to consider the effects of dissolved inorganic salt(s) on aqueous solubilities
and on activity coefficients of organic compounds. Although the number of studics
that have been devoted to this topic is rather limited, a few important conclusioris
can be drawn, Qualitatively, it has been observed that the presence of the predomi-
nant inorganic ionic species found in natural waters (i.c., Na*, K*, Mg?*, Ca**, CI’,
HCOj3, SOF) generally decrease the aqueous solubility (or increase the aqueous
activity coefficient) of nonpolar or weakly polar organic compounds. Furthermore,
it has been found that the magnitude of this effect, which is commonly referred to as
salting-out, depends on the compound and on the type of ions present.

Long ago, Setschenow (1889) established an empirical formula relating organic com-

sat

pound solubilities in saline aqueous solutions ( Ciat,, ) to those in pure water ( CS ):

| Cii:l s 1
o ( c) B

or: (5-27)

= O 10K saltor

iw,salt
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where [salt],, is the total molar salt concentration and K} is the Setschenow or salf-
ing constant (unit M), This salting constant relates the effectiveness of 4 particular
salt or combination of salts to the change in solubility of a given compound i. For a
particular salt (c.g., NaCl) or salt mixture (e.g., seawater; for composition sec Table
5.6), Eq.5-27 is valid over a wide range of salt concentrations (Fig. 5.5). Note that the
“salting-out” effect increases exponentially with increasing salt concentration. K-
values for a given organic solute and salt composition can be determined experimen-
 tally by linear regression of experimental solubilities measured at various salt
concentrations (i.e., plots of log C' versus [salt],,). We should point out that at very -
high salt concentrations, the effect of the dissolved salts on the molar volume of the
solution has to be taken into account. However, as a first approximation, in many cascs
(e.g., seawater) we may neglect the effect. Written in terms of activity coefficients, Eq.
5-27 is:
Yiw,sall = Yiw : 10+K'§ (salthox (5"28)

Hence ¥, . increases exponentially with increasing salt concentration.

Note that if K} has been determined from solubility measurements, Yiwsalt 18 strictly
valid only for saturated conditions. For dilute solutions Yiwsan €an be determined
from measurements of air-water or organic solvent—water partition constants at dif-
ferent salt concentrations. From the few compounds for which ¥, ), has been deter-
mined by both solubility and air-water or solvent-water partitioning experiments,
because of the large scatter in the data, it is not clear whether K§ varies with organic
solute concentration. It can, however, be concluded that, if there is an effect, it is not
very large.

Before we inspect K7 values of a variety of organic compounds for seawater (the
most important natural saline environment), we first take a look at the salting-out
efficiencies of various ion combinations. Since it is very difficult to quantify the
contribution of individual ions, salting constants are available only for combined
salts. Nevertheless, the data in Table 5.6 illustrate that smaller ions that form
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Table 5.6 Salt Composition of Seawater and Salting Constants for Benzene,
Naphthalene, and 1-Naphthol at 25°C for Some Important Salts

Salting constant °

Mole fraction
in seawater ®

Weight Xan K} (benzene) K; (naphthalene) K (1-naphthol)

Salt (g -mol™) (L -mot™) (L -mol™") (L -mol™)
NaCl 58.5 0.799 0.19 0.22 0.21
MgCl, 953 0.104 : 0.30 0.33
Na,SO, 142.0 0.055 0.53 0.72

CaCl, 110.0 0.020 0.32 0.35
KCl1 74.5 0.017 0.16 0.19 0.18
NaHCO; 84.0 0.005 0.32

KBr 013 - 0.13
CsBr 0.01

(CH,),NCI 036
(CH,);NBr -0.15

9 Data from McDevit and Long (1952), Gordon and Thome (1967a,b), Almeida et al. (1983) and
Sanemasa et al, (1984). b Gordon and Thorne (1967a,b).

hydration shells with more water molecules (e.g., Na*, Mg?*, Ca**, CI") have a
bigger effect than larger ions that tend to bind water molecules only very weakly-
(e.g., Cs*, N(CH,); , Br). In fact, larger organic ions such as tetramethyl-ammoni-
um ( N(CH,); ) can even have an opposite effect; that is, they promote solubility (or
decrease the activity coefficient). Note that such salting-in effects can also be
observed for very polar compounds that may strongly interact with certain ions
(Almeida et al., 1984). In a simple way, we can rationalize the salting-out of noppo-
lar and weakly polar compounds by imagining that the dissolved ions compete
(successfully) with the organic compound for solvent molecules. Many of the envi-
ronmentally relevant ions bind water molecules quite tightly in aqueous solution,
which can be seen even macroscopically in that the volume of the aqueous solution
1s reduced. As a consequence, the freedom of some water molecules to solvate an
organic molecule is disrupted, and depending on the type of salt and/or compound
present, may lead to a loss or gain in solubility (Leberman and Soper, 1995). Fur-
thermore, the solvation of an organic compound, particularly when it is large and
nonpolar, requires a large number of water molecules. Hence, we may intuitively
anticipate that larger nonpolar organic compounds will exhibit higher K} values as
compared to smaller and/or more polar compounds.

Let us now inspect the K} values of some organic compounds in seawater. Using the
data given in Table 5.6 we can make our own artificial seawater (at least with respect to
the major ion composition) by dissolving an appropriate amount of the corresponding
salts in water. The weight of 1 mole of “seawater salt” is given by (0.799) (58.5) +
(0.104) (95.3) +(0.055) (142) +(0.02) (110) + (0.017) (74.5) + (0.005) (84) = 68.35 g.
Hence, if we dissolve 34.17 g of seawater-salt in 1 L, we obtain a seawater with a
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salinity of 34.2%., which corresponds to a total molar salt concentration ([salt],, in
Eq. 5-27) of 0.5 M. As has been demonstrated by various studies, the differences
between K values determined in artificial and real seawater are usually only mar-
ginal. Furthermore, since seawater is dominated by one salt, that is, NaCl (Tablc
5.6), as a first approximation K7 values determined for sodium chloride can be used
as a surrogate. Letusillustrate this by calculating K.,y for naphthalenc using the
data given in Table 5.6. If we assume that naphthalenc docs not specifically interact
with any of the inorganic ions present, we may estimate K,y DY SUmming up the
contributions of the various salts present (Gordon and Thome, 1967a,b):

K

i,seawater

~ G0
= %Kis.saltk "Xk S 2))
where x; is the mole fraction and K, is the salting constant of salt k in the mix-
ture. For naphthalene we then obtain (Table 5.6):

tsoawater = (0.799) (0.22 M) + (0.104) (0.30 M™") + (0.055) (0.72 M~") + (0.02)
(0.32 MH) +(0.01) (0.19 M) + (0.005) (0.32 M) = 0.26 M"'
which compares very favorably with the experimental value for seawater (average
value 0.27 M!). The K} value of naphthalene for NaCl is 0.22 M. Hence, the
contribution of the other salts is only 0.04. With insertion of the two K values into
Eq. 5-28 and assuming a [salt],,, = 0.5 M (typical seawater), we obtain ¥, s / Vi
ratios of 1.66 for K} = 0.22 and 1.84 for K/ = 0.265, respectively. In general, the.
error introduced when using Ky, instead of Kj,, . is only in the order of 10%,
which is often well within the experimental error of K} measurements. Therefore, in .
the data set given in Table 5.7, some K} values determined for NaCl have been

included. Some more data can be found in the review by Xie et al. (1997).

A few general comments on the data given in Table 5.7 are necessary. First, where
available, average K} values taken from different studies are reported. The ranges
indicated for these values show that in general, one has to expect rather large
uncertainties (i.e., up to £ 20%) in the reported K7 values. Furthermore, it should
also be noted that Table 5.7 contains values determined from solubility as well as
from partitioning (i.e., air-water, organic solvent-water) experiments. Finally, the
results of the few studies in which the effect of temperature on salting-out has been
investigated (Whitehouse, 1984; Zhou and Mopper, 1990; Dewulf et al., 1995;
Alaee ct al,, 1996) suggest that K} increases somewhat with decreasing temperature.
Unfortunately, due to the relatively large scatter in the data, no quantitative relation-
ship can be derived. As a first approximation, the data given in Table 5.7 should,
however, also be applicable at temperatures other than 25°C.

Inspection of Table 5.7 shows that our conclusion drawn above from our simple
picture of the salting effect, which is that smaller and/or polar compounds should
cxhibit smaller K} values as compared to larger, nonpolar compounds, is more or
less confirmed by the experimental data. When considering the rather limited exper-
imental data set, and the relatively large uncertainty in the data, it is, however,
presently not feasible to derive any reliable quantitative relationship using molecu-
lar descriptors that would allow prediction of K} values of other compounds. One
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Table 5.7 Salting Constants for Some Organic Compounds for Seawater
K} K
Compound (L-mol"")  Compound (L -mol™)
Halogenated C - and C,-Compounds “b<4 Substituted Benzenes and Phenols b4/ o
Trichloromethane 0.2 Benzene 0.20 (x0.02)
Tetrachloromethane 0.2 Toluene 0.24 (+0.03)
Methylbromide 0.15 Ethylbenzene 0.29 (+0.02)
Dichlorodifluoromethane 0.29 1,2-Dimethylbenzene 0.30
Trichlorofluoromethane 0.30 1,3-Dimethylbenzene 0.29
1,1-Dichloroethane 02 1 ,4-Dimethylbenzene 0.30
1 2-Dichloroethane 0.2 n-Propylbenzene (NaCl) 0.28
1,1,1-Trichloroethane 0.25 Chlorobenzene (NaCl) 0.23
Trichlorocthene 0.21 (£0.01) 1,4-Dichlorobenzene (NaCl) 0.27
Tetrachloroethene 0.24 (+0.02) Benzaldehyde 0.20 (%0.04)
' “Phenol 0.13 (+0.02)
Miscellaneous Aliphatic Compounds ¢/ 2-Nitrophenot 0:13 (z0.01)
Pentane (NaCl) 0.22 3-Nitrophenol 0.15
Hexane (NaCl) 0.28 ..4-Nitrophenol 0.17 .
1-Butanal 0.3 4-Nitrotoluene 0.16
1-Pentanal 0.3 4-Aminotoluene 0.17
1-Hexanal 04 :
1-Heptanal 0.5 - Polycyclic Aromatic Compounds ¢™i*!
1-Octanal 0.6 Naphthalene 0.28 (+0.04)
- 1-Nonanal ~1.0 ‘Fluorene (NaCl) 0.27
'I-Decanal ‘ ~1.0 Phenanthrene 0.30 (x0.03)
‘Dimethylsulfide 0.17 Anthracene 0.30 (+0.02)
2-Butanone 0.20 Fluoranthene (NaCl) 0.34
Pyrene 0.30 (=0.02)
PCBgs % Chrysene (NaCl) 0.34
Biphenyl 0.32 (+0.05) Benzo[a]pyrene 034
Various PCBs (dichloro to hexachloro) 0.3-04 Benzo[alanthracene (NaCl) 0.35
1-Naphthol (NaCl) 023

* Warner and Weiss (1995). " Dewulf et al. (1995). ¢ DeBruyn and Saltzman (1997). ¢ Peng and Wang (1998).¢ Sanemasa et
al. (1984).” Zhou and Mopper (1990). & Brownawell (1986). * Hashimoto et al. (1984). ! Eganhouse and Calder (1975).
’ Whitchouse (1984).* Gordon and Thorne (1967b). ! Almeida et al. (1983).

class of compounds that does not quite fit the qualitative picture is the r-alkanals (Ta-

ble 5.7). One possible cause for the unexpectedly high salting constants of these com-

pounds is their tendency to form diols in aqueous solution (Bell and McDougall,

H 1960). For example, acetaldehyde (R = CH,, sce margin) forms about 50% diol in pure
water. If, in saltwater, the aldehyde/diol ratio is changed in favor of the aldehyde, one

“ H.0 would expect a stronger salting-out effect, because it can be assumed that the diol form
is more casily accommodated in water as compared to the aldehyde form. An addition-

OH :
e Gt al reason for the large K7 values of the larger-chain aldehydes could be the fact that the
o effect of salt on the activity coefficients of flexible molecules is larger than the effect
2 geminal on thc‘ more rigid compounds. However, there are presently no reliable data available
diol to verify this hypothesis.
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In summary, we can conclude that at moderate salt concentrations typical for seawa-
ter (~ 0.5 M), salinity will affect aqueous solubility (or the aqueous activity cocffi-
cient) by a factor of between less than 1.5 (small and/or polar compounds) and about
3 (large, nonpolar compounds, #-alkanals). Hence, in marine environments for many
compounds, salting-out will not be a major factor in determining their partitioning
behavior. Note, however, that in environments exhibiting much higher salt concen-
trations [e.g., in the Dead Sea (5 M) or in subsurface brines near oil fields], because
of the exponential relationship (Eq. 5-28), salting-out will be substantial (see also
Iustrative Example 5.4).

Illustrative Example 5.4

N X
|

N

i = phenanthrene

Ca (25°C) =6.3x 10" mol - L™
T =101°C

7 (25°C) =2.0% 10°

(see Table 5.2)

Quantifying the Effect of Inorganic Salts on Aqueous Solubility
and Aqueous Activity Coefficients
. ! Problem

-~ Estimate the solubility and the activity coefficient of phenanthrene in (a) seawater
- at 25°C and 30%o salinity, and (b) a salt solution containing 117 g NaCl per liter

. water.

Answer (a)

At 25°C phenanthrene is a solid. Because the free energy. contributions of phase

change (i.e., melting, or condensation in the case of a gas) to the overall free energy
of solution are not affected by salts in the solution, it is the aqueous activity coeffi-
cient that is increased as salt concentration increases (Eq. 5-28). Hence, the actual
solubility Ci' decreases by the same factor (Eq. 5-27). The K} value of phenanthrene
is 0.30 M (Table 5.7). Since 34.2%o salinity corresponds to a total salt concentration
of 0.5 M (see text), [salt],, for 30%o. is equal to 0.44 M. Insertion of these values into
Eq. 5-28 yields:

Vi 107000 = (1 34y yt = 2.7 % 10°

The aqueous solubility in 30%. seawater is then given by:

Csat

fw,salt

=Cu /(1.34)= 4.7 % 10" mol - L

Hence, in 30%0 scawater ¥y increases (Cit decreases) by about 30% as compared
to pure water.

Answer (b)
Use the K7 value given for scawater as a surrogate for the NaCl solution. 117 g NaCl

per liter correspond to a molar concentration of 2 M. Thus:

.ysul ?‘ut . 10+(0.39)(2.0) — (40) y:\::l — 8.0 % ]06

iw,NaCl = /}/IW

and

= 1.6x 107 mol- 1L

fw,salt
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Effect of Temperature and Solution Composition 165

Problem

At oil exploitation facilities it is comumon practice to add salt to the wastewater in
order to decrease the solubility of the oil components, although in the wastewater
treatment one then has to cope with a salt problem. Calculate how much NaCl you
‘have to add to I m’ of water in order to increase the activity coefficient of n-
hexane by a factor of ten. How much Na,SO, would be required to do the same
job?

Answer
In order to increase the activity coefficient of a given compound by a factor of ten,
the exponent in Eq. 5-28 has to be equal to 1:

Kl's [Salt]tot =1

The K? value for hexane for NaCl is 0.28 M~ (Table 5.7). Then a total salt concen-
tration [salt],, = 1/0.28 M™" = 3.57 M is needed, which corresponds to an amount of
208.8 kg -m™,

For estimating the amount of Na,SO, required, assume a similar relative K} value
(relative to NaCl) as determined for benzene (i.c., 0.53 M~ for Na,SO, versus 0.19
M for NaCl, see Table 5.6):

K (hexane, Na,SO,) = (0.28) (0.53) / (0.19) = 0.78 M~
Thus in the case of Na,SO,, the required [salt],,, is 1 /0.78 M~ = 1.28 M or 181.8

kg m™, which is about the same amount as the NaCl needed although, on a molar
base, Na,SO, is much more potent as a salting-out agent.

Advanced Topic

Organic Cosolvents

So far we have considered only situations in which a given organic compound was
present as the sole organic solute in an aqueous solution. Of course, in reality, in any
environmentally relevant aquatic system there will be numerous other natural and/or
anthropogenic organic chemicals present that may or may not affect the solubility or,
cven more important, the activity coefficient of the compound of interest to us. We
will treat this issue of organic cosolutes in Chapter 7 when discussing the organic
phase—watcr partitioning of organic compounds present in complex mixtures (c.g.,
gasoline, oil, PCBs). In this section we will focus on the effect of highly water-
soluble organic compounds (i.c., organic cosolvents) that may completely change
the solvation properties of an “aqueous” phase. We may encounter such situations in
industrial waste waters or at wastc disposal sites where, because of careless dumping
procedures, leachates may contain a high portion of organic solvent(s). Furthermore,
one of the remediation techniques for contaminated soils is to “wash” the soil with
mixtures of water and water-miscible cosolvents (Li et al., 1996). Finally, from an
analytical point of view, knowledge of how cosolvents influence the activity coeffi-
cient of a given organic compound in organic solvent-water mixturcs is pivotal for
choosing appropriate mobile phases in reversed-phase liquid chromatography.
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Let us start with some comments on the experimental data available on effects of
cosolvents on the aqueous solubility and aqueous activity coefficient of organic pollu-
tants. First we should point out that the majority of the systematic studies on this topic
have focused on the effects of completely water-miscible organic solvents (CMOSs,
e.g., methanol, ethanol, propanol, acetone, dioxane, acetonitrile, dimcthylsulfoxide,
dimethylformamide, glycerol, and many more) and on the solubility of sparingly
soluble organic solids. A large portion of the available data has been collected for
drugs and has been published in the pharmaceutical literature. With respect to environ-
mentally more relevant compounds, most investigations have been confined to PAHs
(Morris et al., 1988; Dickhut et al., 1989; Li et al., 1996; Fan and Jafvert, 1997) and
PCBs (Li and Andren, 1994). Few studics have investigated the impact of CMOSs on
the solubility (Groves, 1988) or on the activity coefficient in dilute solution (Munz and
Roberts, 1986; Jayasinghe et al., 1992) of liguid organic compounds. Note that solubil-
ity experiments involving organic liquids are more difficult to interpret because of the
partitioning of the cosolvent(s) into the liquid organic phase, which may lcad to
significant changes in.its composition (Groves, 1988). In certain cases, thc composi-::-
tion of the liquid phase may even affect the crystal structure of a solid compound, thus:
complicating the interpretation of solubility data (Khossravi and Connors, 1992).
Finally, only very limited data are available on the effect of partially miscible organic
solvents (PMOSs, c.g., n-alcohols (n > 3), ethers, halogenated C,- and C,-compounds,
substituted benzencs) on the aqueous solubility or aqueous activity coefficient of
organic pollutants in the presence (Pinal et al., 1990 and 1991) or in the absence (Li
and Andren, 1994; Coyle etal., 1997) of a CMOS. Thus, our following discussion w111 '
be devoted primarily to water-CMOS systems. o

Let us first look at some qualitative aspects of how CMOSs affect the activity
cocfficient, and thus the solubility and partitioning behavior, of a given organic com-
pound when present in a water/CMOS mixture. The following general conclusions-
are illustrated by the examples given in Figs. 5.6 to 5.8 and in Table 5.8.

First, we point out that, in general, the activity coefficient of an organic solute, ¥,
decreases (i.c., solubility increases) in an exponential way with increasing volume
fraction of CMOS. (Note that we use the subseript £ to denote that we are dealing with
a liquid solution, and, in the following, we do not distinguish between ¥y values at
saturated and dilute solutions.) Sccond, a significant effect (i.e., > factor 2) is observed
only at cosolvent volume fractions greater than 5 to 10% (depending on the solvent).
Below 1%, the effect can more or less be neglected (see below). Hence, when conduc-
ting experiments, we do not have to worry about significant changes in the activities of
organic solutes in an aqucous phase when adding a small amount of a CMOS, as is, for
example, common practice when spiking an aqueous solution with a sparingly soluble
organic compound dissolved in an organic solvent. Third, the magnitude of the co-
solvent effect, as well as its dependence on the amount of cosolvent present, is a function
of both the type of cosolvent (Fig, 5.7, Table 5.8) and the type of organic solute (Figs. 5.6
and 5.8) considered. For example, the activity coefficient (or the mole fraction solubility)
of naphthalene decreases (increases) by a factor of about 15 when going from pure water
to a 40% methanol/60% water mixture, while the effect is about 3 times smaller or 20
times larger when glycerol or acetone, respectively, are the cosolvents (Table 5.8)-
Furthermore, as can be scen from Fig. 5.8, in 20% methanol/80% water (volume
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Figure 5.6 [llustration of the effect
of a completely water-miscible sol-
vent (CMOS, i.e., methanol) on the
activity coefficient of organic com-
pounds in water-organic solvent
mixtures: decadic logarithm of the
activity coefficient as a function of
the volume fraction of methanol.
Note that the data for naphthalene
(Dickhut et al., 1989; Fan and
Jafvert, 1997) and for the two
PCBs (Li and Andren, 1994) have
been derived from solubility mea-
surements; whereas for the aniling
(Jayasinghe et al., 1992), air-water
partition constants determined un-
der dilute conditions have been
used to calculatey,, .

Figure 5.7 Effect of three different
CMOSs (i.e., methanol, ethanol,
propanol) on the activity coefficient
of 2,4,6-trichlorobiphenyl. Data
from Li and Andren (1994).

Figure 5.8 Ratio of the activity
cocfficient in water (y,) and in
methanol/water [20% (v : v) and
40% (v : v) methanol] as a function
of the molar volume (Vx> sce Box
5.1) of the solute: log (Y /ysy=
a-Vy + b, The three compound
classes include the following com-
pounds:

Anilines: aniline, 4-methyl-aniline,
3,4-dimethyl-anilinc, 2,4,5-trimeth-
Yl-aniline; £, 01 = 0.2: ¢ = 0.00700,
b= =0.309; fimeon = 0.4: @ =0.0128,
b=--0437,

PAHs: naphthalene, anthracenc,
phenanthrcnc, pyrene, perylenc;
Someon=02: g = 0.0104, b =-0.668;
Fomeon = 0.4: g = 0.0147, b =--0.469.

PCRs: 4-chlorobiphenyl, 2,4,6-
trichlorobiphenyl, 2,2',4,4'6,6'-
llexachlorobipheny; Someon = 0.2
@ =(.0955, b = "0.704;_/\/,Mcou =
04:¢= 0.0180, b =-0.848.

Data from Morris ot al. (1988),
Jz\yasl‘nghe et al. (1992), Li and
Audren (1994), Fan and Jafvert
(1997),

I | ~
0 0.2 0.4 0.6 0.8 1

volume fraétlpn methanpi,l ({)MeOH

2,4,6~trichlorobiphenyl

«——methanol

5
= AR
N
(@]
< 3k
2 - n-propanol <~ ~~—
1 \\
0 L { i i L
0 0.2 0.4 0.6 0.8 1
volume fraction solvent, l‘;sow
3
PCBs. T
Dv,MeOH = 0-4_]
el e PAHs
< 2L
}"‘ i
S | PAHs
=
_8) | / PCBs
®
fv.MeoH = 0-21

I~ anilines i
LI
0 l ] | | {

60 80 100 120 140 160 180 200 220

molar volume of solute, Vi, (cm®mol"Y)




168 Activity Coefficient and Solubility in Water

Table 5.8 Effect of Various CMOSs on the Activity Coefficient or Mole Fraction Solubility, Respectively,
of Naphthalene at Two Different Solvent/Water Ratios (f, o), = 0.2 and 0.4)

Naphthalene®
YR Y = i
Solubility®
Parameter Jvsoy =02 Josow =04
Cosolvent Structure (M Pa)'? (o7)°
PH 2.5 55
Glycerol HOGH, - GH- CH,0H 36.2 2.0) .
Ethyleneglycol HOCH, — CH,0H 349 é 4 9
35
Methanol CH,OH 29.7 @.7) 14
" ' < 55
Dimethylsulfoxide (DMSQ) /=0 26.7 36
HoC (3.7)
Ethanol HyCCH,OH 26.1 (Z 2) 48
Propanol HyCCH,CH,OM 24.9 17 180
' 6.2) |
Acetonitrile ' " HeC—C=N 24.8 14 C 140 ;
T ‘ (5.7)
Dimethylformamide i 24.8 5 130
| y H—C~—N(CHy), : (5.9) ;
: /N 14 :
1 4-Dioxane 0 0 20.7 .7 180
0 20
Acetone HC— l(!: — 19.7 (65) 270

9 Data from Dickhut et al. (1989), Li et al. (1996), and Fan and Jafvert (1997). ® Hildebrand solubility parameter taken from Barton
(1991). The parameter is defined as the square root of the ratio of the enthalpy of vaporization and the molar volume of the liquid.
¢ Cosolvency power for the range 0 < fosorv < 0.2; see Bq. 5-30. '

fractional methanol, £, .o = 0.2) the activity coefficients of aniline (Vi =82 cm’® mol™)
and 2,2',4,4,6,6'-hexachlorobiphenyl (¥}, = 206 cm® mol™) are smaller by a factor of
about 2 and 20, respectively, as compared to pure water, while at 40% methanol/60%
water (f, voon = 0.4) the corresponding factors are 4 and 750, respectively. In general, we
may assume that for a given cosolvent—-water system, the effect of the cosolvent on Yie
will be larger for large, nonpolar solutes that are only sparingly soluble in water (e.g.»
PCBs, PAHs) as compared to more polar, small molecules (e.g., aniline) exhibiting
higher water solubilities. Finally, with respect to the “cosolvency-power” of CMOSS,
we can see from Table 5.8 that, qualitatively, the more “water-like” solvents such as
glycerol, cthylene glycol, or methanol, have a much smaller impact on the activity
coefficient of an organic solute as compared to organic solvents for which hydrogen
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bonding is important, but not the overall dominating factor. Note that the (Hildebrand)
solubility parameter given in Table 5.8 (see footnote for explanation) is a measure of
the cohesive forces among the molecules in the pure solvent. As can be seen, qualita-
tively, there is a trend that solvents exhibiting higher cohesive forces in their pure
liquid tend to have a smaller cosolvent effect when mixed with water.

Before we address cosolvency in a more quantitative way, it is useful to try to picturc
how a cosolvent affects the solvation of an organic solute on a molecular level, From
the examples given in Table 5.8 we can see that CMOSs are rclatively small molecules
with strong H-acceptor and/or H-donor propertics. When mixed with watcr, they are,
therefore, able to break up some of the hydrogen bonds between the water molecules
and thus form a new H-bonded “mixed solvent” that will change its property in a rather
complex way as a function of the nature and of the relative amount of the cosolvent. As
we have seen in Section 5.3, for smaller and/or more polar organic compounds, the
excess free cnergy in pure aqueous solution is dominated by the entropic contribution.
Only for larger, particularly for nonpolar solutes, is the enthalpy term also significant
(Table 5.3). Hence, it is reasonable to assume and is supported by experimental data
(e.g., Bustamantc ct al., 1998) that in water-rich mixtures (i.e,, fy sov < 0.5), the
observed decreasc in excess free energy (increase in solubility) of organic compounds
with incrcasing CMOS/water ratio is primarily due to a substantial increase in the
excess cntropy, which may even compensate possible increases in excess enthalpy.
Since these changes in excess cnthalpy and entropy with changing cosolvent-water -
composition are, in general, not linearly correlated with each other, a nonlinear
relationship between excess free energy (or log v,,) and f, 1, can be expected and, as
illustrated by Fig. 5.7, is actually found for many organic solute/CMOS/water systems. - -

Considering the rather complex factors that determine the excess free energy of an
organic solute in a CMOS/water mixture, it is not too surprising that any quantitative
models developed for describing cosolvent cffects have only rather limited predic-
tive capabilities. The models arc, however, quite well suited for fitting experimental
data, and for estimating activity coefficients of structurally closely related com-
pounds in a given CMOS/water system for which experimental data are available.

For a discussion of the various approaches taken to quantify cosolvent effects we
refer to the literature (e.g., Li and Andren, 1995; Li et al., 1996; Fan and Jafvert,
1997). For our purpose here, we adopt the most simple empirical approach where we
assume a log-linear relationship between activity coefficient (or mole fraction
solubility) ofa given compound and volume fraction of the CMOS over a narrow Ty solv-
range (i.c., &, =0.2) confined by £ sy and £, . Hence, for a given organic solute
i and a given CMOS/water system, we get (note that we omit the subscript “solv” to
indicate the CMOS):

log v (f)=logy, (f) -0t -(f, - 1) (5-30)

or:
log x5 (f,) = log xi (fH+oe-(f, - fH (5-31)

where the slope o, which is dependent on both the solute and the cosolvent, is
givenby [log y;, ( £1)=log v, (f2)1/ (f2~ f1),and f! </, < f2. 6Sis commonly
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referred to as the cosolvency power of the solvent for the solute ;. Note, however,
that o is not a constant, but changes with increasing f, . If S=0, that is, if we
consider only the range between pure water and a given cosolvent fraction [ (e.g.,

0.2), Eq. 5-30 simplifies to:
| logy, (f,)=logy,, ~of-f, (5-32)

with o7 ={logy,, - logy, (f2)1/ f2. Eq. 5-32 can also be written as:

?’m(fv)zyiw 1079 A (5-33)

Hence, this approach is very similar to the one used for describing the effect of salt
on aqueous solubility and aqueous activity coefficient (Eqs. 5-27 and 5-28). Some
example calculations using Eq. 5-30 or 5-31, respectively, arc given in Illustrative
Example 5.5. Finally, we should note that the mole fractions of two solvents in a
binary mixture are related to the volume fractions by:

—t and x, =1-x, (5-34)

l.f..(.l.:__‘/_l_)..ZL

Va

X
vl

We conclude this section with some brief comments on the cosolvent effects of
partially miscible organic solvents (PMOSs). These solvents include very polar
liquids such as n-butanol, n-butanone, n-pentanol, or o-cresol, but algo nonpolar
organic compounds such as benzene, toluene, or halogenated methanes, ethanes, and
ethenes. For the polar PMOS, a similar effect as for the CMOS can be observed; that
is, these solvents decrease the activity coefficient of an organic solute when added 1o
pure water or to a CMOS/water mixture (Pinal et al., 1990; Pina] et al., 1991; Li and
Andren, 1994). For the less polar PMOS there is not cnough data available to draw
any general conclusions.

Hlustrative Example 5.5

i = naphthalene

G (25°C) =2.5x 10 mol - L™
T, = 80.2°C

Y (25°C) =6.7 x 10*

(see Table 5.2)

Estimating the Solubilities and the Activity Coefficients of
Organic Pollutants in Organic Solvent ~Water Mixtures

Problem

Estimale the solubility and the activity coefficient of (a) naphthalene, and (b)
~ benzo(a)pyrene in a 30% methanol/70% water (v v) mixture at 25°C,

Answer (a)

As in the case of inorganic salts (Ilustrative Example 5.4) the free energy contributions
of phase change to the overal] frce encrgy of solution are not affected by CMOS (with
some exceptions in which the solvent changes the crystal structure of a solid, sec text)-
Hence, you need only estimate the effect of the CMOS on the activity cocfficient. Us¢
the ¥&' /7 ratios given for naphthalene in Table 5.8 for £ Moo = 0.2 and f; o = 0.4 10
estimate ¥ for Jumeon = 0.3 by interpolation, using the log-linear relationship Eq. 5-30-
Calculate first the log ¥ values for Jomeon = 0.2 and 0.4, respectively:
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log ¥ii' (fumeon = 0.2) =log (i) /3.5) = 4.28

log v (fumeon = 0.4) =log (yi2) / 14) = 3.68

The slope of in Eq. 5-30 is then obtained by:

07 =(4.28-3.68)/(0.2) =3.0
which yields (Eq. 5-30):

log ¥ (fymeon = 0.3) = 4.28 — (3.0 (0.1) = 3.98
Or:

Yt Bomeon = 0.3) = 9.5 x 10°

- which is about a factor of 7 smaller than y i

iw - This also means that the mol fraction ™~
solubility of naphthalene will be about a factor of 7 larger (Eq. 5-31), that is:

x' = (7) (2.5 x10%) (0.018) = 3.2 x 105,

The mole fraction of methanol in a 30% methanol/70% water mixture is 0.16 (Eq. -
5-34). The molar volume of methanol is 0.0406 L - mol-!

_ . Hence, the molar volume
of the mixture can be calculated as (Eq. 3-43, note that we assume additivity):
Vie = (0.16) (0.0406) + (0.84) (0.018) = 0.022 L -mol™

Hence, the molar solubility of naphthalene in the mixture is:

C';m (ﬂ,McOH = 0.3) = (3.2X 10'“'5) / (0.0ZZ) =].45x 10*3 IDOI'LM]

“ Answer (b)

For benzo(a)pyrene there are no experimental data available. Estimate ytlys for
Jomeon = 0.2 and 0.4, respectively using the data given for other PAIIs in Fig. 5.8.
From the original data sets reported in the liter

i = benzo(a)pyrene

ature, derive the corresponding linear
relationships between log v 5 /y#" and the molar volume, Vix (in cm?® mol™), calcu-
lated by the method described in Box 5.1 (see caption Fig. 5.8):

Ci(25°C) =7.2 % 10 mol-L-!
Tm = 1765°C
Vi (25°C) =32x 10°

Jumeon =02 log (Vi
(see Table 5.2)

w [YH)=(0.0104) ¥, .~ 0.668

(D

fomeon =041 log (v /Yi') = (0.0147) ¥}, - 0.469 @)

Insertion of log ¥ and ¥, (195.0 cm? mol™) of benzo(a)pyrene into Eqs. 1 and 2
yields: l

log yi* (omeon = 0.2) = 7.15

sat

log v (fumeon = 0.4) = 6.10
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which yields a slope of =(7.15-6.10)/(0.2) =5.25 demonstrating that the effect of
the cosolvent methanol is more pronounced for the more hydrophobic benzo(a)pyrene
as compared to the less hydrophobic naphthalene ( oy = 3.0, see above). Insertion of
the according values into Eq. 5-28 then yields:

IOg ylséu (f;’,MCOH = 03) = 7. 15 e (525) (0.1) = 6.63

or
Y (fomeon = 0.3) = 4.2 x 10°

which is about 75 times smaller than 5. Hence, the corresponding mole fraction
solubility is about a factor of 75 larger (Eq. 5-31), that is:

X3t =(75) (7.2 x 10) (0.018) = 9.7 x 10°?

and by analogy to case (a):

CE (fongeon) = (9.7 x 10) / (0.022) = 4.4 x 10~ mol - L~

Availability of Experimental Data; Methods for Estimation of
Aqueous Activity Coefficient and Aqueous Solubility

xperimental Data

We bhave already seen from our above discussions that organic chemicals cover a °
very wide range of aqueous solubilities, that is, from completely miscible down to
107 mol - ! and below (see Appendix C). Because of these low solubilities and
owing to the analytical limitations in the past, many organic substances have
acquired the reputation of “being insoluble in water” (e.g., Lide, 1995). From ar
environmental point of view such a statement is, of course, not correct at all because
water is one of the major transport and reaction media for organic compounds in
natural systems. Hence, for assessing the behavior and the effects of organic
pollutants in the environment, accurate data on aqueous solubilities and aqueous activity
coeflicients are of utmost importance.

The conventional method of determining aqueous solubility is to equilibrate an excess
amount of the pure chemical of interest with water in a batch reactor. Equilibrium 18
achieved by gently shaking or by slowly stirring with a magnetic stirrer, The aim is to
prevent formation of emulsions or suspensions and thus avoid extra experimental
procedures such a filtration or centrifugation which may be required to ensure that
“true” solution is obtained. This method, which is commonly referred to as shake flask
method works quite well for more soluble compounds. For more sparingly soluble
chemicals such as higher alkanes, PAHS, PCBs, polychlorinated dioxins, and dibenzo-
furans, however, experimental difficulties can still oceur because of the formation Qf
emulsion or microcrystal suspensions, and because of adsorption phenomenon i
filtration is necessary. For such compounds, the generator column method has beeh
found to produce much morc accurate solubility data. In this method, a solid support
(c.g., glass bead) is coated with the chemical, packed in an open tubular column, 48
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water is run through at a precise flow rate to achicve equilibrium. Subsequently, the
aqueous effluent is assessed for the organic solute by using an appropriate analytical
technique. For a more detailed discussion of the various aspects of the experimental
determination of aqueous solubilities, we refer to Yalkowsky and Banerjee (1 992) and
to the handbooks published by Mackay et al. (1992-1997). These latter handbooks
also contain large compilations of water solubilities of a variety of important com-
pound classes. Additional experimental data may be found in smaller compilations
reported by Ruelle and Kessclring ( 1997a,b), Montgomery (1997), and Mitchell and
Jurs (1998). As with our comments on experimental vapor pressure data (Section 4.4),
we should point out that, particularly for sparingly soluble compounds, aqueous solu-
bilities determined by different methods and/or different laboratories may vary by as
much as a factor of 2 to 3, and in some cases even by more than an order of magnitude.
Such data should, thercfore, be treated with the necessary caution. Again, one way of
deciding which solubility value should be sclected is to compare the experimental data
with predicted values using other compound properties or solubility data from struc-
turally related compounds. ‘

Several experimental methods are available to determine activity coefficients of
organic compounds in dilute aqueous solution. A critical review of the various dircct
and indirect measurement methods can be found in the article by Sherman et al.
(1996). For compounds exhibiting small y,, values (i.e., high water solubilities),
differential ebulliometry or dewpoint tecchniques are frequently used. Here, the
effect of the solute on the boiling point.of the solvent (i.e., water), or on the dewpoint
of the solvent vapor, respectively, is determined under constant pressure. The
measured changes then allow us to derive the activity coefficient of the compound in’
the solvent. For compounds that exhibit larger y, values, particularly for the morc
volatile compounds, the techniques of head space gas chromatography and gas
stripping seem to provide reliable activity coefficients in dilute aqucous solution.
Among the indirect approaches, derivation of Yiw Values from experimental evalua-
tion of the partitioning of a compound between an organic solvent (e.g., hexadecane,
n-octanol) and water is the most widely used method. We will come back to this
issuc in Chapter 7. '

In summary, we can conclude that there is quite a large experimental database on
aqueous solubilities and/or aqueous activity coefficients of organic compounds
available in the literature. In this context, we should recall that for compounds
exhibiting ¥, values greater than about 100, we may assume that ¥,, is concentration
ndependent (Section 5.2). Thus, if only ¥, is known for a given compound (either
experimentally determined or predicted; sec below), we can estimate its aqueous
solubility by using Eqgs. 5-6, 5-10, or 5-1 5, respectively (see also Illustrative Example
5.2). If neither the aqueous solubility nor the aqueous activity coefficient is known for
a given compound (e.g., for a new chemical), we may use one of the various methods
that have been developed for estimating these important compound properties.

Prediction of Aqueous Solubilities and/or Aqueous Activity Coefficients

Any general approach (i.c., any approach that is not restricted to a confined set of
structurally related compounds) for prediction of aqueous solubilities and/or aqueous
activity cocfficients has to cope with the intrinsic difficulty of describing precisely
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what is happening when introducing an organic compound in water. We have
discussed this problem in detail in Section 5.3, where we have also seen that by using
molecular descriptors such as the solvatochromic parameters we are able to model the
aqueous activity coefficient of any kind of organic compound with reasonable success.
The problem with these and similar approaches (Yalkowsky and Banerjee, 1992) is
only that often not all required descriptors are readily available for a given compound.

Therefore, similar to the attempts made to estimate vapor pressure (Section 4.4) there
have been a series of quite promising approaches to derive topological, geometric, and
electronic molecular descriptors for prediction of aqueous activity coefficients from
chemical structure (e.g., Mitchell and Jurs, 1998; Huibers and Katritzky, 1998). The
advantage of such quantitative structure property relationships (QSPRs) is, of course,
that they can be applied to any compound for which the structure is known. The dis.-
advantages are that these methods require sophisticated computer software, and that
they are not very transparent for the user. Furthermore, at the present stage, it remains
to be seen how good the actual predictive capabilities of these QSPRs are. .

A completely different method that has been shown to be particularly useful for
estimating activity coefficients in nonaqueous solutions is based on a group contri-’
bution approach. The best known and most widely used version of this approach is
the UNIFAC method (Hansen et al., 1991; Kan and Tomson, 1996). A similar ap-
proach that is, however, focused on aqucous solutions is referred to as AQUAFAC
(Myrdal et al., 1993). The basic idea of this type of approach is to express enthalpic - _
~and entropic contributions to the excess free energy by summing up interactive:
terms of parts of the solute and solved molecules, particularly of their functional
* groups. A large number of such interaction parameters have been derived from a
statistical analysis of experimental data on vapor-liquid partitioning. As alrcady
mentioned above, UNIFAC works best for nonaqueous mixtures or mixtures that
contain only a very limited amount of water, When dealing with solutions exhibiting
significant amounts of water, the present limitations of UNIFAC, but also of
- AQUAFAC (Sherman et al., 1996; Fan and J afvert, 1997), are probably due prima--
rily to the difficulties in properly expressing the entropic contributions resulting
from the unique properties of the solvent water.

We conclude our short discussion of estimation methods for aqueous solubilities and
aqueous activity coefficients by restating that simple one-parameter relationships
[e.g., relationships between liquid aqueous solubility and molar volume (Table 5.4)
or octanol-water partition constant (Section 7.4)] may also be quite powerful
predictive tools, provided that we confine a given equation to a set of structurally
closely related compounds. In this context, we should emphasize again (and again!)
that only with a sufficient understanding of the molecular interactions that determine
the excess free energy of a given compound in a given molecular environment (here
in aqueous solution) will we be able to define which compounds are structurally
related with respect to a given partitioning process. This will become even morc
evident in the following chapters.
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Questions and Problems

Questions

Q5.1

What is meant by the term water solubility or aqueous solubility of a given com-
pound? WHat is the range of aqueous solubilities encountered when dealing with
environmentally relevant compounds? '

‘Q 5.2

How is the aqueous activity coefficient of a compound related to the aqueous
solubility, if the compound is (a) a liquid, (b) a solid, and (c) a gas under the prevailing
conditions? Comment on any assumptions that you make when answering this
question.

Q5.3

The excess enthalypy in aqueous solution (Hf) of 2-butanone is smaller than that
of the similarly sized phenol (Table 5.3), although one can assume that phenol has
stronger polar interactions with the water molecules. Try to explain these findihgs.

A

2-butanone phenol

H

The excess entropy in aqueous solution (SE) of n-hexane is significantly more
negative as compared to the similarly sized naphthalene (Table 5.3). Try to explain this

difference.
NN
n-hexane naphthalene
Q55

Figure 5.2 and Table 5.4 show that, for a given class of strucurally closely related
compounds, a linear relationship exists between liquid aqueous solubility and size of
the molecule (Eq. 5-18). Note that in both Fig. 5.2 and Table 5.4 decadic instead of
natural logarithms are used:

log G (Ly=-c .V, +d
Try to answer the following questions:

(a) Why are the slopes ¢ of the regression lines quite similar for the n-alkanes and
the alkanols (Fig. 5.2a), and why do these two groups of compounds exhibit
such different intercepts d? Why are there any significant differences in the
intercepts between primary, secondary, and tertiary alkanols?
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(b) Why do the chlorobenzenes and PAHs (Fig. 5.2b) exhibit different slopes?

(c) Why is there such a large scatter in the data of the halogenated C,- and Cy-
compounds (Fig. 5.2¢)?

Q5.6

Explain qualitatively how the aqueous solubility of a (a) liquid, (b) solid, and (c)
gaseous compound changes with temperature. Which thermodynamic quantity(ies)
do you need to know for quantifying this temperature dependence?

Q5.7

Explain in words how environmentally relevant inorganic salts affect the aqueous
solubility of a (a) liquid, (b) solid, and (c) gascous compound. Is it true that the effect
1s linearly related to the concentration of a given salt? What is the magnitude of the
effect of salt on the aqueous activity coefficient of organic compounds in typical
_seawater? ‘ ‘

Q5.8

Explain in words how organic cosolvents affect the activity coefficients in water-solvent
mixtures? Which organie solvents are most effective? Is jt true that the effect of an organic
cosolvent is linearly related to its volume fraction in the solvent-water mixturc?
Below which volume fraction can the effect of an organic cosolvent be neglected?

Q59

Derive Eq. 5-34 by realizing that the number of moles of a given compound Brescnf
in a given volume, ¥}, of the pure liquid of that compound is given by V. / V..

Problems
P5.1 Calculating Aqueous Activity Coefficients and Excess Free Energies in
Aqueous Solution from Experimental Solubility Data

Calculate the aqueous activity coefficients, ¥/ , and the excess free energies in

aqueous solution, GE (in kJ-mol™), of (a) n-decane (n-C,,H,,), (b) 2,3,7,8-tetra-
chlorodibenzo-p-dioxin, and (c) bromomethane (CH;Br) at 25°C using the data
provided in Appendix C,

2,3,7,8-tetrachioro-
n-decane dibenzo-p-dioxin bromomethane

P 5.2 A Tricky Stock Solution

You work in an analytical laboratory and you are asked to prepare 250 mlL ofa 0.5 M
stock solution of anthracenc in toluene (0™ (toluene) = 0.87 g-cm™) as solvent. You
look up the molar mass of anthracene, go to the balance, weigh out 22.3 g of this
compound, put it into a 250 mL volumetric flask, and then fill the flask with toluenc.
To your surprise, even after several hours of intensive shaking, there is still a
substantial portion of undissolved anthracenc present in the flask, although your
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intuition tells you that these two aromatic compounds should form a near-ideal
liquid mixture.

(a) What is the problem?

(b) Give an estimate of how much anthracene has actually been dissolved (in
grams).

(c) What is anthracene’s concentration (in molar units) in the stock solution (at
20°C)? The necessary data can be found in Appendix C.

anthracene
Tn=2175°C
T, =341.0°C

P 5.3 Explaining the Differences in Aqueous Solubility Between n-Hexane, di-
n-Propylether, and n-Hexanol

As can be seen from the data in Appendix C, the aqueous solubilities of n-hexanol
(G = 6.2 x 107 mol L™y and di-n-propylether (G5 = 3.0 102 mol-L™) exceed
that of n-hexane (Cii' = 1.5 x 10 mol- L) by more than two orders of magnitude,

(@) Try to explain the differences in C§* between the three compounds based on
their abilities to undergo intermolecular interactions. ' '

(b) Use Eq. 5-22 to evaluate the various factors that determine the aqueous solubili-
ties of the three compounds. You can find all necessary data in Tables 4.3 and 5.5
and in Appendix C.

/\/\/\OH /\/O\/\ NN
n-hexano! di-n-proylether n-hexane
Npi = 1.418 : 1.381 1.375

P 5.4 Estimating Aqueous Solubilities Using Solubility Data of Structurally
Related Compounds (adapted from Roberts, 1995).

As will be discussed in Chapter 7, for estimating the aqueous saturation concentration
of a given component of a complex mixture when this mixture is in equilibrium with
water (e.g., after a gasoline spill), one needs to know the liquid aqueous solubility of
the pure compound of interest. Shown below are the aqueous solubilities of some
hydrocarbons present in gasoline that are all liquids at 25°C. Estimate the aqueous
solubilities (in molar units) of the two gasoline compounds isooctane (2,2,4-trimethyl-
pentane) and 1-heptene using the experimental data reported below and/or using one
of the equations given in Table 5.4. Comment on the selection of the set of reference
compounds that you use for your estimates.

P PPN

isoclane 1-heptene
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M; T, Ch (25°C)

Compound (g -mol™!). (°C) (mg L)
I-pentene 70.1 30.0 148
2-methyl-1-pentene 842 60.7 78
I-hexene 84.2 63.4 50
4-methyl-1-pentene 84.2 539 48
2,2-dimethylbutane 86.2 497 12.8
2,2-dimethylpentane 100.2 792 4.4
2,2 ,3-trimethylbutane 100.2 80.9 44
3-methylhexane 100.2 92.0 33
1-octene 1122 121.3 2.7
2-methylheptane 114.2 1176 0.85
1-nonene 126.3 146.9 1.12
3-methyloctane 128.3 143.0 1.42

2,2,5-trimethylhexane 128.3 1240 1.15

P 5.5 Evaluating the Effect of Tempefature on the Aqueous Solubility and on
the Aqueous Activity Coefficient of a Solid Compound

Living in a cold area, you want to know the aqueous solubility and the aqueous

activity coefficient of organic compounds at 1°C rather than at 25°C.

(a) Estimate CS* (in molar units) and Y% of 1,2,3,7-tetrachlorodibenzo-p-dioxin
at 1°C using aqueous solubilitics of this compound determined at more elevated
temperatures by Friesen and Webster (1990):

(b) Also calculate the average excess enthalpy (HJ) of the compound in water for
the temperature range considered (in kJ -mol™). Why are you interested in this
quantity? Comment on any assumption that you make.

T/°C 7.0 11.5 17.0 21.0 260
Gy /mol-L™ 7.56x 107 8.12x 10710 125 x 1010 149 % 10719 22,6 x 1010

Hint: You can solve this problem without any lengthy calculations!

1,2,3,7-tetrachloro-p-dibenzodioxin

M;=322.0 g- mot!
T,=175.0°C
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P 5.6 Evaluating the Effect of Temperature on the Solubility and/or the Activity
Cocfficient of a Gaseous Compound (Freon 12) in Freshwater and in
Seawater

For an assessment of the global distribution of persistent volatile halogenated hydro-
carbons, the solubility and activity coefficients of such compounds in natural'waters
need to be known. Warner and Weiss (1985) have determined the solubilities of
dichlorodifluoromethane (Freon 12) at 1 bar partial pressure at various temperatures
in freshwater and in seawater (35.8%o salinity):

Freshwater:

T/°C 0.9 9.6 199 299 40.7
C,-lvlvmr / mol -L-! 90x1072% 56x103 35« 10 25%x103 1.8 x 1073
Seawater:

T/°C - 48 . 9.2 - 204 29.6 39.9

Cu™ /mol-L™ 49107 40x10° 24x10° 1710 13 x 107

(a) Estimate the solubilities (in molar units) of Freon 12 in freshwater and n sea-
water at 1 bar partial pressure at 5 and 25°C..

(b) Calculate the activity coefficients of Freon 12 in freshwater and secawater at
these temperatures by using the vapor pressure data given in Problem 4.2.

(¢) Derive the average excess enthalpy (HE in kJ-mol) of Freon 12 in freshwater
and seawater for the ambient temperature range (i.c., 0 — 40°C).

(d) Comment on any differences found between freshwater and secawater.

P 5.7 A Small Bet with an Oceanographer

A colleague of yours who works in oceanography bets you that both the solubility as
well as the activity coefficient of naphthalene are larger in seawater (35%o salinity)
at 25°C than in distilled water at 5°C. Is this not a contradiction? How much money
do you bet? Estimate Cy' and yf% for naphthalene in seawater at 25°C and in
distilled water at 5°C. Discuss the result, Assume that the average enthalpy of solu-
tion (A, Fig. 5.1) of naphthalene is about 30 kJ ~mol™ over the ambient tempera-
ture range. All other data can be found in Tables 5.3 and 5.7 and in Appendix C.

P 5.8 Evaluating the Effect of Different Cosolvents on the Retention Time of
Organic Compounds in Reversed-Phase Liquid Chromatography

The retention time of an organic compound in reversed-phase liquid chromatogra-
phy is heavily influenced by the activity coefficient of the compound in the mobile
phase, which commonly consists of a CMOS/water mixture.

(a) Estimate by what factor the activity coefficients of naphthalenc and anthracene
change when switching the mobile phase from 30% methanol / 70% water (v:iv)
to 30% acetonitrile / 70% water.

(b) What is the cffect on the absolute and relative retention times of the two com-
pounds when leaving all other parameters invariant?




180 Activity Coefficient and Solubility in Water

In the literature (Pinal et al., 1991) you find data showing that the activity coefficient
of anthracene is 400 times smaller in 40% acetonitrile / 60% water (v : v) as com-
pared to pure water. All other necessary data can be found in Table 5 .8, Illustrative

Example 5.5, and Appendix C.

naphthalene anthracene
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Introduction

In this chapter we will focus on the equilibrium partitioning of neutral organic
compounds between aqueous solutions and water-immiscible, well-defined organic
liquids. Our focus will be on situations in which the organic compound is present at
a low enough concentration that it does not have a significant impact on the proper-
ties of either bulk liquid.

As will be discussed in Chapters 9 to 11, the distribution of neutral organic

compounds between water and natural solids (e.g., soils, sediments, and suspended

particles) and organisms can in many cases be viewed as a partitioning process

between the aqucous phase and organic phases present in those solids. This

conceptualization even applies somewhat to “solids” that are alive! As early as 1900,

investigators studying the uptake of nonpolar drugs by organisms discovered that

they could use water-immiscible organic solvents like olive oil or n-octanol as a

reasonable surrogate for organisms insofar as accumulation of pharmaceutically’
important organic molecules from the water was concerned (Meyer, 1899; Overton,

1899). Although the extent of uptake from water into these solvents was not

identical to that into organisms, it was proportional. That is, within a series of
compounds, higher accumulation into an organism corresponded to more favorablc

partitioning into the organic solvent. More recently, environmental chemists have

found similar correlations with soil humus and other naturally occurring organic

phases (Chapter 9).

Furthermore, knowledge of the molecular factors that determine the partitioning of "
an organic compound between a liquid organic phase and water is of great interest in
environmental analytical chemistry. This is particularly important when dealing
with enrichment (i.e., extraction from water samples) or separation steps (i.e.,
reversed-phase liquid chromatography). Finally, understanding pure solvent—watcr
partitioning will also be applicable to the problem of dissolving organic compounds
in water when those organic substances are present in complex mixtures. In practice,
we need such knowledge when dealing with contamination of the environment by
mixtures such as gasoline, petroleum, or PCBs (Section 7.5).

We start, however, with some general thermodynamic considerations (Section 7.2).
Then, using our insights gained in Chapter 6, we compare solvent—water partition
constants of a series of model compounds for different organic solvents of different
polarity (Section 7.3). Finally, because n-octanol is such a widely used organic
solvent in environmental chemistry, we will discuss the octanol-water partition
constant in somewhat more detail (Section 7.4).

Thermodynamic Considerations

The Organic Solvent—Water Partition Constant

In Section 3.4, we derived the equilibrium partition constant of a compound between
two bulk liquid phases (Eq. 3-40). Denoting the organic phase with subscript £, We
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express the organic solvent-water partition constant on a mole fraction basis
(superscript prime) as:
o = = L (7-1)
Xiw  Vie ‘
Hence, K,.'Nis simply given by the ratio of the activity cocfficients of the compound
in water and in the organic phase. Note that this result applies whether the partitio-
ning compound is a gas, liquid, or solid as a pure substance under the conditions of
interest because the dissolved molecules exist in a liquid-like form in both phases.
For many of the compounds of interest to us, we know that Y can be quite large
(e.g., 10* to >108, sce Table 5.2). In contrast, in most organic solvents, organic
compounds exhibit rather small activity coefficients (c.g., <1 to 10% scc Tables 3.2
and 6.1). Consequently, we can expect that in many cases, the magnitudes of organic
solvent-water partition constants will be dominated by V. As a result, within a
series of structurally related compounds, we may generally find increasing organic
solvent-waler partition constants with decreasing (liquid) water solubilities [recall -
that yiw = ¥}y, is given by (V,, - C2 (L))" ; Section 5.2].

A more common way of expressing organic solvent—water partition constants is to
use molar concentrations in both phases (Eq. 3-45):

Kipy =St = Yo Yiw (72)
Cw - Vi Vi

where V, and V, are the molar volumes of water and the organic solvent,

 respectively. Note that in Eq. 7-2 we have to use the molar volumes of the mutually

saturated liquid phases (e.g., water which contains as much octanol as it can hold
and watet-saturated octanol). Considering the rather limited water solubility of most
water-immiscible organic solvents, we can assume that we can often justifiably use
the molar volume of pure water (i.c., 0.018 L.mol™ at 25°C). Similarly for apolar
and weakly polar organic solvents, we may use the molar volume of the water-frec
solvent. Only for some polar organic solvents, may we have to correct for the
presence of water in the organic phase (e.g., water-wet n-octanol has a V, value of
0.13 L-mol™! as compared to 0.16 L.mol™ for “dry” octanol).

If we may assume that the mutual saturation of the two liquid phases has little effect
on %, and ¥, we may relate Kin to the respective air-solvent and air-water
partition constants (see Eq. 6-11):

_ K (=G 1 Cy)
Krae (= Cin /Cm)

(7-3)

ilw

Effect of Temperature and Salt on Organic Solvent—Water Partitioning

As for any partition constant, over a temperature range narrow enough that the
enthalpy of transfer may be assumed nearly constant, we may express the
temperature dependence of Kjpy by:

InK,, = ~§~‘l"1?[—1-'~ ?l: + constant (7-4)
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where A, H; isthe enthalpy of transfer of i from water to the organic solvent. This
enthalpy difference is given by the difference between the excess enthalpies of the

compound in the two phases:
AwH; = Hf - HE, : (7-5)

The magnitude of the excess enthalpy of a given compound in the organic phase
depends, of course, on the natures of both the solvent and the solute. For many
compounds /, has a fairly small absolute value (e. g., Table 5.3). Substantial devia-
tion from zero (ie., | H,.E,T >10 kJ.mol™) occurs for some small monopolar com-
pounds (e.g., diethylether, HE = — 20 kJ -mol™) and for large apolar or weakly
monopolar compounds (e.g., PCBs, PAHs which exhibit positive HE values, Table
5.3). Typically, HE for organic solutes and organic solvents does not exceed
+10 kJ.mol™ (Section 6.3). Exceptions include small bipolar compounds in apolar
solvents (e.g., the excess enthalpy of solution for ethanol in hexadecane is
+26 kJ.mol™, see Table 3.3). Since, at the same time, such compounds tend to have _
negative HE values, the A é:vH‘. value may become substantial (e.g., +36 kJ.mol™!
for hexadecane—water partitioning of ethanol, Table 3.4). However, for the majority
of cases we are interested in, we can assume that organic solvent-water partitioning
is only weakly dependent on temperature.

Using a similar approach, one may deduce how other factors should influence
organic liquid—water partitioning. For example, we know that the addition of
comumon salts (e.g., NaCl) to water containing organic solutes causes thc aqueoiss
activity coefficients of those organic solutes to increase. Since ionic substances are
not compatible with nonpolar media like apolar organic solvents, one would not
expect salt to dissolve in significant amounts in organic solvents. Consequently, the
influence of salt on activity coefficients of organic solutes in organic solvents would
likely be minimal. Combining these insights via Eq. 7.2, we can now calculate that
the influence of salt on organic liquid-aqueous solution partitioning of organic
compounds will entirely correspond to the impact of this factor on the aqueous
activity coefficient, and hence (see Eq. 5-28):

Ky, - 1076 (7-6)

K,

{¢w,sall =

Comparison of Different Organic Solvent—Water Systems

General Comments

Since the organic solvent—water partition constant of a given compound is
determined by the ratio of its activity coefficients in the two phases (Eq. 7-2), we can
rationalize how different compounds partition in different organic solvent-water
systems. Consider the values of log Kiw for a series of compounds i partitioning
into five organic solvents ¢ exhibiting different polarities (Table 7.1). First, focus on
the partitioning behavior of the apolar and weakly monopolar compounds (octanc,
chlorobenzene, methylbenzene). These undergo primarily vdW interactions (i.c.,
n-octane, chlorobenzene, methylbenzene for which @ and f3; are small or even zero).
In general, such compounds partition very favorably from waler into organic
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solvents. This is not too surprising since these compounds have rather large
Yw-values (Chapter 5). Furthermore, their log Kisw, valucs do not vary much among
the different organic solvents, For example, n-octane’s partition cocfficients vary
only by about a factor of 4 for the five solvents shown in Table 7.1. For the strictly
apolar solutes, lower values of log Kiew, can be expected in bipolar solvents such as
n-octanol. In the case of such a bipolar solvent, some solvent:solvent polar inter-
actions have to be overcome when forming the solute cavity.

In contrast, partitioning from water into organic solvents may be somewhat
enhanced if the solvents cxhibit complementary polarity to monopolar solutes. One
example is the partitioning of methylbenzene (toluene) between water and tri-
chloromethane (Table 7.1). Each additional polar effect may become very substan-
tial if the solute is strongly monopolar. This is illustrated by the trichloromethane—
water partition constants of pyridine and acetone. Both of these solutes are quite
strong H-acceptors or electron donors (i.e., B: = 0.5). This causes these solutes to be

strongly attracted to trichloromethane’s hydrogen and results in significantly higher ‘

log K, values of these two compounds than for the other solvent-water systems.
Note that the clectron-accepting properties of trichloromethane (and of other
polyhalogenated methanes and cthanes, c. g., dichloromethane, see Table 6.1) make
such solvents well suited for the extraction of clectron-donating solutes from water
or other environmentally relevant matrices including soil or sediment samples.

When considering bipolar solutes (e.g., aniline, 1-hexanol, phenol, hexanoic acid),
we can see that depending on the relative magnitudes of the solvent’s ¢; and B;
values, solute:solvent interactions may become quite attractive. For cxample, for
aniline, for which o; < f3, trichloromethane is still the most favorable solvent,
whereas for phenol (¢; > f3), diethylether wins over the others. Finally, due to the
lack of polar interactions in hexane, bipolar solutes partition rather poorly from
water into such apolar solvents (Table 7.1).

LFERs Relating Partition Constants in Different Solvent-Water Systems

Often we may want to quantitatively extrapolate our experience with one organic
solvent-water partitioning system to know what to expect for new systems. This is
typically done using a linear free energy relationship of the form:

log Ky =a " log Ky, + b (7-7)

where partitioning of solute, i, between some organic liquid, 1, and water is related
to the partitioning of the same solute between another organic liquid, 2, and water.
However, we should recall from our qualitative discussion of the molecular factors
that govern organic solvent--water partitioning that such simple LFERs as shown in
Eq. 7-7 will not always serve to correlate Kie values of a large variety of com-
pounds for structurally diverse solvent—water systems. Nonetheless, there are
numerous special cases of groups of compounds and/or pairs of organic solvents for
which such LFERs may be applied with good success. Obvious special cases include
all those in which the molecular interactions of a given group of compounds are
similar in nature in both organic phases. This is illustrated in Fig. 7.1 for the two
solvents hexadecanc and octano] (subscripts h and o, respectively). In this case, 4

R P A A o e -

A o




Figure 7.1 Plot of the decadic
Jogarithms of the hexadecane-wa-
ter partition constants versus the
octanol-water constants for a va-
riety of apolar, monopolar, and
bipolar compounds. Data from
Abraham (1994b). The a and b
values for some LFERs (Eq. 7-7)
are: apolar and weakly monopolar
compounds (@ = 1.21, & = 043;
Eq. 7-8), aliphatic carboxylic acids
(a = 1.21; b=-2.88), and aliphatic
-alcohols (a=1.12, b =-1.74),
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good correlation is found for all apolaf and weakly polar compounds, for which the
vdW interactions are the dominating forces in both organic solvents:

log K = 1.21 (£ 0.02)-log Kiow — 0.43 ( 0.06)

(7-8)
(N=89, R*=0.97)

The slope of greater than 1 in Eq. 7-8 indicates that structural differences in the
solutes have a somewhat greater impact on their partitioning behaviors in the
hexadecane-water, as compared to the octanol-water system. This can be ration-
alized as arising from the different free-energy costs related to the cavity forma-
tion in the two solvents, which is larger in the bipolar octanol (see discussion in
Chapter 6),

A second important feature shown in Fig. 7.1 is that, for the two organic solvents
considered, the more polar compounds do not fit well in the LFER expressed in
Eq. 7-8. This is particularly true for bipolar solutes. Here, LFERs may be found only
for structurally related compounds. For example, good correlations exist for a
homologous series of compounds such as the aliphatic carboxylic acids or the
aliphatic alcohols. In these cases, within the series of compounds, the polar contri-
bution is constant; that is, the compounds differ only in their ability to undergo
dispersive vdW interactions. This example shows that we have to be carefu] when
applying one-parameter LFERs to describe systems in which more than onc
intermolecular interaction is varying. Such is the case when we are dealing with
diverse groups of partitioning chemicals and/or with structurally complex organic
phases including natural organic matter (Chapter 9) or parts of organisms (Chap-
ter 10). If we are, however, aware of the pertinent molecular interactions that govern
the partitioning of a given set of organic compounds in the organic phase—water
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systems considered, appropriately applied one-parameter LFERS of the type Eq. 7-7
may be extremely useful predictive tools.

Model for Description of Organic Solvent—-Water Partitioning

Multiparamcfer LFERs for description of air—organic solvent (Eq. 6-13, Table 6.2)
and air-water (Eq. 6-21) partition constants have been developed. If we can assuine
that dissolution of water in the organic solvent and of the organic solvent in the water
have no significant effects on the partitioning of a given compound, the organic
solvent-water partition constant, K, is equal to K, divided by K (Eq. 7-3).
Consequently, we can develop a multiparameter equation for K¢ and immediately
deduce the coefficients from these earlier LFERs:

2
InK,, =s V.E/B(%J +p(r;) +ale;) + b(B;) +v(V, ) +constant  (7-9)
nDl

In this case, the coefficients s, P, a, b, v, and constant in Eq. 7-9 reflect the
differences of the solvent interaction parameters (i.e., dispersive, polar, H-donor,
H-acceptor properties, and cavity formation) for water and organic solvent
considered. As for the other multiparameter LFERs discussed in carlior chapters, for

a given solvent-water system, these coefficients can be obtained by fitting an
appropriate set of experimental K, values using the chemical property parameters
Vi Ppis T, &, and S, If such experimental data are not available, but if a multi-
parameter LFER has been established for the corresponding air-organic solvent
system (Eq. 6-13, Table 6.2), Eq. 7-9 can be derived by simply subtracting Eq. 6-13
from Eq. 6-21, provided that we are dealing with water-immiscible organic solvents,
Conversely, a multiparameter LFER for air—solvent partitioning can be obtained by
subtracting Eq. 7-9 from Eq. 6-21. When doing so, one has to be careful to use
equations that have been established with the same molecular parameter scts (e.g.,
the same calculated molar volumes (see Box 5.1), as well as the same compilations
of published 7, ¢, and f; values. Furthermore, the equations that are combined
should preferably cover a similar range of compounds used for their derivation.
Finally, we should note again that we are assuming that dissolution of water in the
organic solvent and of the organic solvent in the water have no significant effect on
the partitioning of a given compound (Section 6.3).

Such multiparameter LFERs have been developed for a few organic solvent—water
systems (Table 7.2.) The magnitudes of the fitted coefficients, when combined with
an individual solute’s ¥}, np, 7, o f3; values, reveal the importance of cach intcr- ;
molecular interaction to the overall partitioning process for that chemical. To :
interpret the various terms, we note that these coefficients reflect the differences of
the corresponding terms used to describe the partitioning of the compounds from air
to water and from air to organic solvent, respectively (see Chapter 6). Some appli- :
cations of Eq. 7-9 are discussed in Illustrative Example 7.1.
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Illustrative Example 7.1

SN
. n-octane (Oct)
pi. = 1826 Pa
Vix =123.6 cm® mol™!
hp = 1.397
o =0
o =0
B =0
N CH,
, X
=

1-methylnaphthalene (1-MeNa)

pi = 8.33 Pa

Ve =122.6 cm® mol™!

np; = 1.617

7 =0.90

o =0

B =0.20
CH,

H:,C-(:D‘@OH

CH,

4-tbutyiphenol (4-BuPh)

P =6.75Pa

Vi =133.9 cm® mol™!
np = 1.517

m =0.89

o; =0.56

B =0.39

Evaluating the Factors that Govern the Organic Solvent—Water Partitioning
of a Compound

' Problem

Calculate the n-hexadecane~water (In Kj,) and the n-octanol-water (In K
i partition constants at 25°C of n-octane (Oct), 1-methylnaphthalenc (1-MeNa),
- and 4-t-butylphenol (4-BuPh) using the polyparameter LFER, Eq. 7-9, with the
- coefficients given in Table 7.2. Compare and discuss the contributions of the
. various terms in Eq. 7-9 for the three compounds in the two solvent-water
-5 systems. Note that the three compounds have already been used in Illustrative
-." Example 5.2 to evaluate the polyparameter LFER describing the aqueous activity
-coefficient.

Answer

Get the nyy; values of the compounds from Lide (1995). Use the o, f; and 7, values
given in Tables 4.3 and 5.5. The resulting data sets for the three compounds are given
in the margin. Insertion of the respective values into Eq. 7-9 with the appropriate -
coefficients (Table 7.2) yields the following results:

Term Oct | 1-MeNa 4-BuPh
AlnKy, AlnK,, AlnK,, Al Kiw AInKy, Ak,

s - disp. vdW ¢ +4.47 +3.70 +6.47 +5.35 . +594 +4.91
+p (1) 0 0 -3.25  -2.28 -321 225
+a- (o) 0 0 0 0 451 —0.20
+b-(B) 0 0 —2.28 ~1.58 ~4.45 -3.07
+v-(V3) +852  +7.78 +8.46  +7.72 +9.24 1+8.44
+ constant ~-0.16 -0.25 -0.16 —-0.25 -0.16 ~0.25
In Ky, 12.8 11.2 9.24 8.96 2.85 7.58

observed 13.3 11.9 9.21 9.19 2.20 7.23

2
np -1
“ dispersive vdW attractions = [( Vi) [*ZD;'*'EJJ

First, note that the three compounds are of similar size. Hence, the two terms that
reflect primarily the differences in the energy costs for cavity formation and the
differences in the dispersive interactions of the solute (i.e.,v-V, ands.disp. vdW) in
water and in the organic solvent arc of comparable magnitudes for the three
compounds. Note that the values in the table reflect variations on a natural logarithm
scale. So, for example, the effect of the product, v. ¥}, , is to vary X, , by a factor of
5 between these compounds and the product, s-disp vdW, also contributes a factor of
5 variation to these compounds’ Kiow values. Because of the higher costs of cavity
formation in the water as compared to n-hexadecane and n-octanol, both terms
promote partitioning into the organic phase (i.e., they have positive values). This
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promoting effect is somewhat larger in the n-hexadecane-~water system than in the n-
octanol-water system because of the somewhat higher costs of forming a cavity in
the bipolar solvent, n-octanol.

Significant differences in the partition constants of the three compounds, in
particular for the n-hexadecane—water system, are also due to the polar interactions,
also including the dipolarity/polarizability parameter, 7, For the two organic sol-
vent-water systems considered, due to the strong polar intcractions of mono- and
bipolar compounds in the water as compared to the organic phase, all these terms are
negative. Therefore, these polar intermolecular interactions decrease the K, value.
These polar effects are more pronounced in the n-hexadecane—water system (e.g.,
1-MeNa partitioning reduced by a factor of 26) as compared to the n-octanol-watcr
system (e.g., 1-MeNa partitioning reduced by a factor of 10).

Finally, with respect to the H-acceptor properties of the solvents (a-term), water and

n-octanol are quite similar. Therefore, for a hydrogen-bonding solute like 4-BuPh,

the cotresponding product, a-(¢), is close. to zero. This is not the case for the

hexadecane-water system where loss of hydrogen bonding in this alkane solvent

causes both the H-acceptor.and H-donor terms to contribute factors of about 100 to
4-BuPh’s value of K,

4. The n-Octanol-Water Partition Constant

General Comments

Because n-octanol is still the most widely used organic solvent for predicting parti-
tioning of organic compounds between natural organic phases and water, we need to
discuss the octanol-water partition constant, K, in more detail. Note that in the
literature, K, is often also denoted as P or P, (for partitioniing). From the preced-
ing discussions, we recall that n-octanol has an amphiphilic character, That is, it has
a substantial apolar part as well as a bipolar functional group. Thus, in contrast to
smaller bipolar solvents (e.g., methanol, ethylene glycol), where more hydrogen
bonds have to be disturbed when creating a cavity of a given size, the frec-energy
costs for cavity formation in n-octanol are not that high. Also, the presence of the
bipolar alcohol group ensurcs favorable interactions with bipolar and monopolar
solutes. Hence, n-octanol is a solvent that is capable of accommodating any kind of
solute. As a result, the activity coefficients in octanol (Fig. 7.2) of a large numbecr of
very diverse organic compounds are between 0. 1 (bipolar small compounds) and 10
(apolar or weakly polar medium-sized compounds). Values of ¥, exceeding 10 can
be expected only for larger hydrophobic compounds, including highly chlorinated
biphenyls and dibenzodioxins, certain PAHs, and some hydrophobic dyes (Sijm et
al., 1999). Therefore, the K, values of the more hydrophobic compounds (i.c.,
Yiw >> 10%) are primarily determined by the activity coefficients in the aqueous
phase.
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Figure 7.2 Plot of the decadic
logarithms of the octanol-water
partition constants versus the
aqueous activity coefficients for a 2
variety of apolar, monopolar, and
bipolar compounds. The diagonal
lines show the location of com-
pounds with activity coefficients
in octanol (calculated using Egq.
7-2) of 0.1, 1, 10, and 100, respec-
tively. -2 i I L

For sets of compounds with the same functional group and variations in their apolar
structural portion, we can also see that ¥, is either constant or varies proportionally
to ¥, (Fig. 7.2). Thus, for such groups of compounds, we find one-parameter LFERs
of the type:

log Ko, = a-log v, + b (7-10)

Since ¥, is more or less equal to ¥ for many low solubility compounds (y;, > ca.
50), we have y,, =(V, - C2(L))-.. Considering such sets of compounds, we can
rewrite Eq. 7-10 as:

l0g Ky, =—a-log C(L) + ' (7-11)

where b= b —a-log V. =b +1.74 a (at 25°C). Note that in Bq. 7-11, Ct @) is
expressed in mol- L,

Such correlation equations have been derived for many classes of compounds
(Table 7.3). These examples illustrate that very good relationships are found when
only members of a specific compound class are included in the LFER. One can also
reasonably combine compound classes into a single LFER if only compounds that
exhibit similar intermolecular interaction characteristics are used (e.g., alkyl and
chlorobenzenes; aliphatic ethers and ketones; polychlorinated biphenyls and poly-
chlorinated dibenzodioxins).

When properly applied, LFERs of these types may be quite useful for estimating
Kiow from y,, or C(L). Additionally, these relationships can be used to check new
Kiow and/or C3'(L) values for consistency.
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Availability of Experimental Data

The most common experimental approaches for determination of octanol—water
partition constants are quite similar to those for water solubility. These employ
shake flask or generator column techniques (Mackay et al., 1992-1997). The
“shake flask method,” in which the compound is partitioned in a closed vessel
between given volumes of octanol and water, is restricted to compounds with Kiow
values of less than about 10°, The reason is that for more hydrophobic compounds
the concentration in the aqueous phase becomes too low to be accurately mea-
sured, cven when using very small octanol-to-water volume ratios. Hence, for
more hydrophobic compounds “generator columns,” coupled with solid sorbent
cartridges, are commonly used. Briefly, large volumes of octanol-saturated water
(up to 10 L) are passed through small columns, packed with beads of inert support
material that are coated with octanol solutions (typically 10 mL) of the compound
of interest. As the water passes through the column, an equilibrium distribution of
the compound is established betwecen the immobile octanol solutions and the
slowly flowing water. By collecting and concentrating the chemical of interest .
with a solid sorbent cartridge from large volumes of the effluent water leaving the
column, enough material may be accumulated to allow accurate quantification of
the trace level water load. This result, along with knowledge of the volume of
water extracted and the concentration of the compound in the octanol, ultimately
provides the X, value.

As for vapor pressure and aqueous solubility, there is quite a large cxperimental
database on octanol-water partition constants available in the literature (sée,
e.g., Mackay ct al., 1992-1997; Hansch et al., 1995). Up to K,,,, values of about
10, the experimental data for neutral species are commonly quite accurate. For
more hydrophobic compounds, accurate measurements require mcticulous
techniques. Hence, it is not surprising to find differences of more than an order
of magnitude in the K, values reported by different authors for a given highly
hydrophobic compound. Such data should, therefore, be treated with the
necessary caution. Again, as with other compound properties, one way of
deciding which value should be selected is to compare the experimental data
with predicted values using other compound properties or K., data from
structurally related compounds. -

One-parameter LFERs for Estimation of Octanol-Water Partition Constants

There are also various methods for estimating the K, of a given compound. This
can be done from other experimentally determined properties and/or by using
molecular descriptors derived from the structure of the compound. We have already
discussed some of the approaches (and their limitations) when evaluating the one-
parameter LFERS corrclating K, with aqueous solubility (Eq. 7-11, Table 7.3) or
with other organic solvent—water partition constants (Egs. 7-7 and 7-8). A related
method that is quite frequently applied is based on the retention behavior of a given
compound in a liquid-chromatographic system [high-performance liquid chroma-

tography (HPLC) or thin-laycr chromatography (TLC)]. Here, the organic solute is
transported in a polar phase (e.g., water or a water/methanol mixture) through a
porous stationary phase which commonly consists of an organic phase that is bound
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toa silica support (e.g., C;~C,; alkyl chains covalently bound to silica beads). As the
compounds of interest move through the system, they partition between the organic
phase and the polar mobile phase. '

Hence, in analogy to organic solvent-water systems, particularly for sets of struc-
turally related apolar or weakly polar compounds for which solute hydrophobicity
primarily determines the partitioning behavior, good correlations between Ko and
the stationary-phase/mobile-phase partition constant, K, of a given compound
may be obtained. Since, in a given chromatographic system, the travel time or
relention time, 1, of a solute i is directly proportional to Kism» an LFER of the
following form is obtained:

log K, = a-logt;,+ b (7-12)

To compare different chromatographic systems, however, it is more useful to use the .
relative retention time (also called the capacity factor, k;’). This parametcr js defined

as the retention of the compound relative to a nonretained chemical species, such as
avery polar organic compound or an inorganic spccies such as nitrate:

K=[(t—1y)/ 4] (7-13)

where 1, is the travel time of the nonretained species in the system. Eq. 7-12 is then
written as: _ :

t

logK,,, =a -log([i ; ‘o )+ b
‘ 0
or: (7-14)

logK;,, = a-logk, + b

It should be pointed out that the coefficients a and b or b’ in Eqs. 7-12 and 7-14 must
be determined using appropriate reference compounds for each chromatographic
system. With respect to the choice of the organic stationary phase and reference
compounds (type, range of hydrophobicity) and the goodness of the LFER, in
principle the same conclusions as drawn earljer for organic solvent-water systenis
are valid. For a given set of structurally related compounds, reasonably good
correlations may be obtained. Finally, we should note that when using an organic
solvent-water mixture as mobile phase, the (rather complex) effect of the organic
cosolvent on the activity coefficient of an organic compound in the mobile phase
(Section 5.4) has to be taken into account when establishing LFERs of the type Eqs.
7-12 and 7-14.

In summary, appropriate use of chromatographic systems for evaluating the
partitioning behavior of organic compounds between honaqueous phases and water
(c.g., octanol-water) offers several advantages. Once a chromatographic system is
set up and calibrated, many compounds may be investigated at once. The
mmcasurements are fast. Also, accurate compound quantification (which is a
prerequisite when using solvent—water systems) is not required. For more details and
additional references see Lambert (1993) and Herbert and Dorsey (1995).
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Polyparameter LFERs for Estimation of the
Octanol-Water Partition Constant

It is also possible to estimate X, via polyparameter LFERs such as Eq. 7-9 (with
the coefficients in Table 7.2), provided that all the necessary parameters are known
for the compound of interest. Note that such polyparameter LFERS are also used to
characterize stationary phases in chromatographic systems such as the ones
described above (Abraham et al., 1997). Such information provides the necessary
knowledge about the molecular interactions between a given set of compounds and a
given stationary phase. This understanding is very helpful for establishing logical
one-parameter LFERs (Egs. 7-12 and 7-14) for prediction of X,,,, values.

The Atom/Fragment Contribution Method for Estimation of the
Octanol-Water Partition Constant

Finally, the fragment or group contribution approach is widely used for predicting
Kiow values solely from the structure of a given compound. We have already
introduced this approach in very general terms in Section 3.4 (Egs. 3-57 and 3-58), .
and we have discussed one application in Section 6.4 when dealing with the
prediction of the air~water partition constants (Eq. 6-22, Table 6.4). We have also
pointed out that any approach of this type suffers from the difficulty of quantifying
electronic and steric effects between functional groups present within the same
molecule. Therefore, in addition to simply adding up the individual contributions
associated with the various structural pieces of which a compound is composed,
numerous correction factors hiave to be used to account for such intramolecular
interactions. Nevertheless, because of the very large number of experimental
octanol-water partition constants available, the various versions of fragment or
group contribution methods proposed in the literature for estimating K, (c.g.,
Hansch et al., 1995; Meylan and Howard, 1995) are much more sophisticated than
the methods available to predict other partition constants, including K.

The classical and most widely used fragment or group contribution method for
estimating K, is the one introduced ori ginally by Rekker and co-workers (Rekker,
1977) and Hansch and Leo (Hansch and Leo, 1979; Hansch and Leo, 1995; Hansch
et al,, 1995). The computerized version of this method (known as the CLOGP
program; note again the P is often used to denote X,,) has been initially established
by Chou and Jurs (1979) and has since been modified and extended (Hansch and
Leo, 1995). The method uses primarily single-atom “fundamental” fragments
consisting of isolated types of carbons, hydrogen, and various heteroatoms, plus
some multiple-atom “fundamental” fragments (c.g., ~OH, ~-COQH, ~CN, -NO,).
These fundamental fragments were derived from a limited number of simple
molecules. Therefore, the method also uses a large number of correction factors
including unsaturation and conjugation, branching, multiple halogenation, proxi-
mity of polar groups, and many more (for more details see Hansch et al., 1995).

In the following, the atom/ fragment contribution method (AFC method) developed
by Meylan and Howard (1995) is used to illustrate the approach. This method is
similar to the CLOGP method, but it is easier to see jts application without using a
computer program. Here, we confine ourselves to a few sclected examples of
fragment cocfficients and correction factors. This will reveal how the method is
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applied and how certain important substructural units quantitatively affect the #-
octanol-water partitioning of a given compound. For a more detailed treatment of
this method including a discussion of its performance, we refer (o the literature
(Mcylan and Howard, 1995).

Using a large database of K, values, fragment coefficients and correction factors
were derived by multiple linear regression (Tables 7.4 and 7.5 give selected values
of fragment coefficients and of some correction factors reported by Meylan and
Howard, 1995). For estimating the log K,,,, value of a given compound at 25°C, one
simply adds up all fragment constants, f;, and correction factors, ¢;, according to the
equation

logK,'ow =3 S+ ZI’LJ' " Cj +0.23 (7-15)
k i

where n, and #; arc the frequency of each type of fragment and specific interaction,
respectively, occurring in the compound of interest.

The magpitudes of the individual atom/fragment coefficients give us a feeling for
the contribution of each type of substructural unit (e.g., a functional group) to the-
overall K, of a compound. Recall that in most cases, the cffect of a given subunit on
Ko is primarily due to its effect on the aqueous activity coefficient of the
compound, and to a lesser extent on ¥,. First, we note that any aliphatic, olefinic, or

aromatic carbon atom has a positive fragment coefficient and therefore increases log ™

Kow- For aliphatic carbons, the coefficient decreases with increased branching. This
can be rationalized by the smaller size of a branched versus nonbranched compound
resulting in reduced cavity “costs.” Furthermore, because of the higher polariza-
bility of 7-electrons, olefinic and aromatic carbon atoms have a somewhat smaller-
coefficient as compared to the corresponding aliphatic carbon. Except for alipha-
tically bound fluorine, all halogens increase K, significantly. This hydrophobic
cffect of the halogens increases, as expected, with the size of the halogens (i.c.,
1> Br>CI>F), and it is more pronounced for halogens bound to aromatic carbon as -
compared to halogens on aliphatic carbon. The latter fact can be explained by the
interactions of the nonbonded electrons of the halogens with the m-clectron systcm,
causing a decrease in the polarity of the corresponding carbon-halogen bond.

With respect to the functional groups containing oxygen, nitrogen, sulfur and
phosphorus (see also Chapter 2), in most cases, such polar groups decrease log K,
primarily due to hydrogen bonding. This hydrophilic effect is, in general, more pro-
nounced if the polar group is aliphatically bound. Again, interactions of nonbonded
or 7-¢lectrons of the functional group with the aromatic 7-clectron system (i.e., by
resonance, see Chapter 2) are the major explanation for these findings. Note that in
the case of isolated double bonds, this resonance effect is smaller. It is only one-third
to one-half of the effect of an aromatic system.

As illustrated by the examples in Table 7.5, application of correction factors is
necessary in those cases in which electronic and/or steric interactions of functional
groups within a molecule influence the solvation of the compound. A positive
correction factor is required if the interaction decreases the overall H-donor and/or
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Table 7.4 Selected Atom/Fragment Coefficients, Jx for log K., Estimation at 25°C
(Egs. 7-15 and 7-16) ¢

Atom/Fragment fc  Atom/Fragment fx
Carbon Carbonyls
—CH,4 0.55 al-CHO -0.94
—~CH,— 0.49 ar~CHO -0.28
—-CH< 0.36  al-CO-al -1.56
>C< 0.27  0l-CO-al -1.27
=CH, 0.52  ar~CO-al -0.87
=CH-or =C< 0.38  ar~CO-ar -0.20
Cy 0.29  al-COO- (ester) -0.95
ar—-COO- (ester) -0.71
Halogens a]-CON< (amide) -0.52
al-F 0.00 ar—CON< (amide) 0.16
Ar-F 020 >N-COO- (carbamate) 0.13
al-Cl 031 >N-CO-N< (urea) 1.05
ol-Cl 0.49 al-COOH ~(.69
ar—CJ ‘ 0.64 ar—-COOH -0.12
al-Br .0.40
ar-Br 0.89  Nitrogen-Containing Groups
al-I 0.81 al-NH, ~1.41"
ar-] . o L 1.17 -al-NH- AT -1.50
- al-N< -1.83
Aliphatic Oxygen ar-NH,, ar -NH-~, ar-N< ~0.92
al-O-al 126 8NGO, -0.81
al-O-ar 047 ar-NO, ~0.18
ar-O—ar 0.29 ar-N=N-ar 0.35
al-OH -1.41 a-C=N -0.92
ol-OH -0.89 ar—C=N 045
ar-OH ‘ ~-0.48
al-O-(P) ~-0.02 Sulfur-Containing Groups
ar—O-(P) , 0.53 al-SH
ar—SH
Heteroatoms in Aromatic al-S-al -0.40
Systems ar—S—al 0.05
) Oxygen —0.04 a-S0-al ' ~2.55
‘ ar-SO-al ~2.11

Nitrogen in five-memberring ~ —0.53 :
Nitrogen in six-member ring 0,73 a-SOz-al - ~2.43 ;

Nitrogen at fused ring location ~ 0.00 8r~SO,-al ~1.98

Sulfur 0.41 al-SO,N< ~0.44
ar~-SO,N< -0.21

Phosphorus ar-SO;H -3.16

=P=0 ~2.42

=P=S ~0.66

“ Data from Mecylan and Howard (1995); total number of fragment constants derived: 130;
al = aliphatic attachment, ol = olefinic attachment; ar = aromatic attachment.
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Table 7.5 Examples of Correction Factors, ¢;, for log K, Estimation at 25°C .
(Eqgs. 7-15 and 7-16) °

Description o Description o

Factors Involving Aromatic Ring Substituent Positions ®

0—-OH/-COOH 1.19  0-N</two arom. N 1.28
0—-OH/-COO—(ester) 126  0-CH3/~CON< (amide) -0.74
0-N /~-CON< (amide) 062 2 xo0~CHy/~CON< (amide) -1.13
0—OR/arom. N 045 p-N/-OH -0.35
0-OR/two arom. N 090  o,mp-NO,/~OH or ~N< 0.58
0-N< /arom. N 0.64  p—OH/COO-(ester) 0.65
Miscellaneous Factors

More than one aliph, -COOH  -0.59  Symmetric triazine ring 0.89
More than one aliph. -OH 041  Fused aliphatic ring

a-Amino acid -2.02 connection ¢ -0.34

4 Data from Meylan and Howard (1995); total number of correction factors derived: 235.
0 = ortho,m = meta, p = para substitution.  See Illustrative Example 7.2.

H-acceptor capability of the compound. The factor is negative, if the opposite is true.
Examples of the former case are ortho-substitutions in aromatic systems leading to

intramolecular H-bonding (e.g., ~COOH/-OH; -COOR/-OH; ~OH/~OH), or sub- " *°

stituents in any position that decrease the electron density ata polar group (e.g., -OH
or -N< with -NO,). Examples in which negative correction factors have to be
applied include ortho-substitutions in aromatic systems that cause a disturbance of
the resonance of a polar group with the aromatic system (the attachment has a more
aliphatic character, e.g., —CH,/~CONHy), or the presence of several polar groups
leading to a higher overall polarity of the molecule. For a more comprehensive
collection of all the 235 correction factors derived for this method, see the paper by
Meylan and Howard (1995). Some examples of the use of Eq. 7-15 are given in
[lustrative Example 7.2. '

Finally, one should recognize that if the log Kiow value of a structurally related com-
pound (rel.compd) is known, the estimation expression is simplified and the
accuracy of the result is improved using:

log Kiow = log Kiow(rel.compd) ~ S - fi + S+ fic = Sy ¢+ Xmy ¢y (7-16)
k k J i

fragments corrections
removed added removed added

Some applications of Eq. 7-16 are given in Illustrative Example 7.3.
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IMustrative Example 7.2 Estimating Octanol-Water Partition Constants from Structure Using the
Atom/Fragment Contribution Method

y Problem

ER

. Bstimate the K, values at 25°C of (a) cthylacetate, (b) 2,3,7,8-tetrachloro-
+: dibenzodioxin, (c) the herbicide 2-s-butyl-4,6-dinitrophenol (Dinoseb), (d) the
insecticide parathion, and (e) the hormone testosterone using solely the fragment
# coefficients and correction factors given in Tables 7.4 and 7.5 (Eq. 7-15).

2 ' Answer (a)
CHa=C=0=CH, = CHs Fragment fi x Ty = Value
ethyl acetate
—CH, 0.55 2 1.10
—CH,~ 0.49 1 0.49
al-COO—(ester) -0.95 1 -0.95
+0.23
log K, (est) 0.87
(exp.) 0.73
ez | Oj@[m Answer (b) |
Yo \ NN | Fragment o fk X Py - = . Value
2,3,7 8-etrachlorodibenzodioxin o Cyr 0.29 12 3.48
' ar—Cl 0.64 4 2.56
ar—O-ar 0.29 2 0.58
+0.23
log K, (est) 6.85
(exp.) 6.53
QH  OH Answer (c)
/CH;CH NOe Fragment fx X ny = Value
A
o ~CH, 0.55 2 1.10
NO, —CH,~ 0.49 1 0.49
2-s-butyl-4,6-dinitrophenol —~CH< 0.36 1 0.36
(Dinoseb) ' C., 0.29 6 1.65
ar~OH -0.48 1 -0.48
ar-NO, -0.18 2 -0.36
Corr. Factor ¢ X n; = Value
o,m,p—-NO,/OH 0.58 1 0.58
: 10.23
log K, (est.) 3.57
(exp.) 3.56

Note: Since it is not clear whether in the case of two nitro substituents the correction
factor has to be applied twice, both scenarios have been calculated. Comparison




S .
] -
CHy—CH, —o~—Z~ o—@—mo2

|
i
CH,

parathion

OH

teslosterone

The n-Octanol—Water Partition Constant 233

with the experimental value suggests that the correction factor has to be applicated
only once.

Answer (d)
Fragment fe X Py = Value
—CH, 0.55 2 1.10
—CH,- 0.49 2 0.98
al-O--P -0.02 2 -0.04
P=S -0.66 1 -0.66
ar—O-P +0.53 1 0.53 -
C 0.29 6 1.74
ar—NO, -0.18 1 —-0.18
+0.23
log K, (est.)  3.70
(exp.) 3.83
Answer (e)
Fragment Jx X ny = Value
—CH, 0.55 2 1.10
 ~CH,~ 0.49 8 3.92
~CH< 0.36 4 1.44.. .
>C< 0.27 2 0.54
=CH-or=C< 0.38 2 0.76
al-OH -1.41 1 -1.41
ol-CO--al ~1.27 1 -1.27
Corr. Factor G X n = Value
fused aliph ‘
ring.cort. -0.34 6 -2.04
log K, (est.) 3.27
(exp.) 3.32

HMustrative Example 7.3

Estimating Octanol-Water Partition Constants Based on Experimental K,.’s
of Structurally Related Compounds

Problem

Estimate the K, valucs at 25°C of the following compounds based on the expe-
rimental K, values of the indicated structurally related compounds: (a) benzoic
acid dimethylaminoethyl ester from benzoic acid cthyl ester (log Ky, = 2.64),
(b) the insecticide methoxychlor from DDT (log Ko\, = 6.20), (¢) the insecticide
fenthion from parathion [log K, = 3.83, see I1l. Ex. 7.2, Answer (d)], and (d) the

hormone estradiol from testosterone [log K, = 3.32, see I1I. Ex. 7.2, Answer (e)].
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Q CH,  Answer (a)
: Starting K, 2.64
benzolc acid dimethylaminoethylester A dd ~CH,~ 0.55 1 0.49
-CH, 0.55 1 0.55
al-N< -1.83 1 -1.83
log Ky, (€5t.) 1.85
(exp.)  2.06
i
: .C—0—CH,~CH,
benzoic acid ethylester
ey Answer (b)
CHs CH OCH, Fragment Jx X o = Value
Sta[‘ting Kiow 6.20
mehexyerier Remove. ar-Cl 0.64 2 1.28
Add -CHj, 0.55 2 1.10
al-O-ar -0.47 2 -0.94
log Koy (e5t.) 5.08
(exp.) 5.08
e
c CH—Q- cl
DOT

Hence, by substitution of 2 chlorine atoms by two methoxy groups the K., value is
lowered by one order of magnitude. Such insights are used by chemical manufactur-
ers to adjust chemical properties to suit specific purposes.

: CHg Answer (c)
CHy ~ o-’f>~o S— CH, Fragment S X ny = Value
P Starting K, 3.83
O Remove —CHj- 0.49 2 ~0.98
fenthion ar-NO, -0.18 1 +0.18
Add  -CH, 0.55 2 +1.10
ar—S-al 0.05 1 +0.05

log Ko, (est.) 4.18
(exp.) 4.10
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Answer (d)

Fragment/ fle  x ny/n; = Value

Corr. Factor
Starting K, 3.32
Remove ~CH, 0.55 1 ' —0.55
~CH,~ 0.49 2 -0.98
>C< 0.27 1 -0.27
=CH-or=C< .38 2 -0.76
0l-CO-al —-1.27 I +1.27

fused aliph.

Ing.corr. ~0.34 2 +0.68 ?

Add Cur 0.29 6 +1.74
ar-OH 0.48 1 —0.48
log K, (est.) 3.97
or 3.29

Dissolution of Organic Compounds in Water from Organic
Liquid Mixtures—Equilibrium Considerations

There are numerous cases of environmental contaminations in which we need to
know how organic compounds present in liquid organic mixtures partition into an
aqueous phase. Such cases include the dissolution of compounds from the mixtures
into water from so-called /ight rnon aqueous phase liquids (LNAPLs, e.g., gasoline,
diesel fuel, heating oil) or dense non aqueous phase liquids (DNAPLs, e.g., coal tars,
creosotes, chlorinated solvent mixtures, PCBs, hydraulic oils containing PCBs). The
density distinction is made because if the liquid mixture density is greater than that
of water, then the mixture tends to “fall” through water bodies and reside at loci like
bedrock underlying aquifers or at river bottorms. In contrast, LNAPLs float on water
tables or at the air-water interface,

In this section, we evaluate the factors that determine the concentration of a given
component of*an LNAPL or DNAPL in an adjacent aqueous phase that is in
equilibrium with the organic mixture. Hence, we consider a snapshot of the situation
where we assume a constant composition of the liquid organic mixture. Of course, in
reality, when exposed continuously to “clean” water, the composition of an LNAPL
or DNAPL may change significantly with time, because a given mixture will
become depleted in the more water—soluble compounds. Furthermore, depending on
the contact time and contact area between the organic phasc and the water,
cquilibrium may not be established. Therefore, a mass transfer approach has to be
taken to describe the dissolution process. However, even for modeling the
dissolution kinetics, the equilibrium partitioning of a given compound needs to be
known to quantify the mass transfer gradient (see Part IV),

As a starting point for describing the equilibrium partitioning of a given compound
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between a liquid organic mixture (subscript “mix”) and an aqueous phase (subscript
“w”), we rewrite Eq. 7-1 as: _

Kiw = Ximix * Vimix '}’,_“: (7-17)

or in terms of molar concentrations (Eq. 7-2):
-1

Ciw = Cimix ) Vmix *Yimix * (yiw ’ Vw) (7'18)
In order to calculate the aqueous concentration of compound 7 -at equilibrium, one
needs to know its mole fraction, Ximixs 10 the mixture (or its molar concentration,
Cimixs and the molar volume, Vx> 0f the mixture), as well as its activity cocfficients
in the organic (%,,) and the aqueous (¥,,) phases. Very often, when dealing

with complex mixtures, Viuix 1 10t known and has to be estimated. At a first
approximation, this can be done from the density, p,,;,, of the liquid mixture, and by
assuming an average molar mass, M mix» Of the mixture components:
V:nix = (7—19)
pmix
For example, the molar mass of gasoline has been estimated as near 110 g-mol™ and
that of coal tar as near 150 g-mol™ (Masters, 1998; Picel et al., 1988).

Let us now consider the various factors that may influence the equilibrium partition-

- ing of an organic compound between an otganic mixture and water F irst, there are

some cases in which the organic mixture originally contains a significant amount of

“a highly water—soluble compound that, at equilibrium with a water phase, may have
~ dissolved to a great extent into the water leading to a cosolvent effect as discussed in
Section 5.4. Prominent examples include the presence of oxygenated compounds

such as methyl-z-butyl ether (MBTE), methanol, or ethanol in gasoline (Cline ct al.,
1991; Poulsen et al., 1992; Heermann and Powers, 1998). We recall from Section 5.4
that we can neglect the cosolvent effect in the water if the volume fraction of the
organic solvent does not exceed 0.01 (1%). However, in some countries, by law,
such polar compounds may make up 10 to 20% of the gasoline. In these cascs, cosol-
vent effects in the “aqueous” phase may be significant (for more detajls see, e.g.,
Heermann and Powers, 1998). To illustrate, the activity coefficient of naphthalene in
a 20% ethanol/80% water mixture is 7 times smaller than in pure water (Table 5.8).
In the following, we will focus on those cases for which we may assume that the
effect of other dissolved mixture constituents on the aqueous activity coefficient of a
given compound is minimal. Furthermore, we also neglect the effect of salts on ¥,
(which has the opposite cffect of a cosolvent, sce Section 5.4, Eq. 5-28), which we
would need to consider when dealing with the pollution of the marine environment
or groundwater brines, Thus, for compounds for which ¥, = %5 (Section 5.2), we
may substitute the term (y,, V. ) in Eq. 7-18 by the liguid aqueous solubility,
Ciw (L); of the compound:

Ciw = C'imix' Vmix *limix " Cisysl(L) ) (7“20)

or with x; i = Cinie- Vi !

Ci\v = Ximix* yimix : Cis\:,rn (L) V (7'2 I)
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By rearranging Eq. 7-20, we may then also express the organic mixture-water partj-
tion coefficient, K, ,,, as:

1
i Co Viotx * Vaix - i (L)

(7-22)

Let us now evaluate in which cases we may, as a first approximation, assume that
Raoult s law is valid. Said another way, in what cases may we set Yimix 10 Eqs. 7-20 to
7-22 equal to 1? From our earlier discussions on the molecular factors that determine
the magnitude of the activity coefficient of an organic compound in an organic
liquid, we would expect more or less ideal behavior, that is, Yimix Values not too
different from 1 for (i) apolar compounds in mixtures in which the major com-
ponents undergo primarily vdW interactions, and (ii) monopolar compounds in the
same situation, but with the restriction that in the mixture there are no major
constituents exhibiting a significant complementary polarity. As confirmed by
experimental data and by model calculations using approaches such as the UNIFAC
method (e.g., Peters et al., 1999b), examples meeting the above criteria include
aliphatic hydrocarbons and BTEX compounds (Fig. 2.13) present in most gasolines
and in other fuels (Cline et al.,, 1991; Hemptinne et al., 1998; Heermann and PoWwers,
1998; Garg and Rixey, 1999), the components of mixtures of chlorinated solvents
(Broholm and Feenstra, 1995), PAHs present in diesel fuels, coal tars, and creosotes
(Lane and Loehr, 1992; Lee et al., 1992a,b), and PCB congeners present in pure PCB

mixtures (e.g., Aroclor 1242) or in hydraulic oils consisting of other types of —

- compounds [e.g., trialkylphénylphos‘phates (Luthy et al., 1997a); see also Ilustra-
tive Example 7.4]. In all these cases, the ¥, values determined were found to meet. -
the Raoult’s law criteria within less than a factor of 2 to 3, and, therefore, for
practical purposes, ¥, can.be approximated as 1,

We should note that, particularly for bipolar compounds such as, for example, cer-
tain additives in gasoline (e.g., phenolic compounds, aromatic amines, see Chapter
2), larger deviations from jdeal behavior have to be expected (Schmidt et al., 2002),
In addition, it should be pointed out that in mixtures containing major quantities of
polar compounds, the activity coefficients of the various mixture compounds may
change with time if these polar constituents are depleted during the dissolution pro-
cess. Furthermore, when using organic mixture—water partition coefficients as de-
fined by Eq. 7-22, changes in the molar volume of the mixture as a consequence of
the preferential dissolution of the more water-soluble components may have to be
considered. Finally, we should be aware that the preferential dissolution of more
soluble compounds in a mixture leads to a higher concentration of the less soluble
compounds and thus to increasing concentrations in the aqueous phase. This has to
be taken into account when evaluating the long-term dynamics of complex organic
mixtures in the environment (e.g., Mackay et al., 1996; Peters et al., 1999a),
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Hlustrative Example 7.4

N
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Fyrquel 220

Chemical structure of Fyrquel 220
hydraulic oil (R is primarily #-bu-
tyl)

oo
-/

Cl Cl

{- 2,2'5,5"tetrachlorobiphenyl
(TeCIBP)

M, =292.0g.cm™
m =86.5°C

Cu = 10" mol. L

(see Appendix C)

Estimating the Concentrations of Individual PCB Congeners in Water that Is
in Equilibrium with an Aroclor and an Aroclor/Hydraulic Oil Mixture

Aroclor 1242 is a commercia] PCB mixture with an average chlorine content of
42%, an average molar mass Mo Of about 265 g-mol™ and a density Py e
of 1.39 g-cm™ at 25°C, Luthy et al. (1997a) have determined the composition of a
pure Aroclor 1242 mixture, and they have measured the aqueous concentrations of
some individual congeners established at 25°C in equilibrium with (a) the real
Aroclor 1242 mixture and (b) a mixture of 5% (v/v) Aroclor 1242 in a hydraulic
oil (Fyrquel 220) consisting of trialkyl-phenylphosphates (see margin), with an
average molar mass /WFyrque. ofabout380 g-mol~' ata density rpyq, of 1.14 g-em™3
at 25°C.

¢ Problem

Among the congeners investigated was 2,2°,5,5’-tetrachlorobipheny! (TeCIBP),
which was determined to be present in the Aroclor 1242 mixture at about 3.2 mass
percent (i.e., mass fraction m, Aroclor = 0.032 g; - Earocor)- The measured aqueous
concentrations for this compound were 1.11 pg-L™ (casc a) and 0.10 ug-L
(case b), respectively. Are these concentrations reasonable? What aqueous
". TeCIBP concentrations would you have predicted from the above information,

¢ when assuming that Raoult’s law is valid in both cases?

Answer (a)

“Corivert the mass fraction (m; 5 o0 = 0.032) of TeCIBP in 1 the Aroclor 1242 mixture

into the mole fraction by using the average molar mass, Myoior, 0F 265 g-mol ™'

My roctor (265). .
bt = e A (0.032)(-2—9% =0.029

Estimatelat@he liqui()il aqueous solubility of TeCIBP from its aqueous solubility using
T, (Egs. 5-13 and '4-41). The resulting C2'(L) value is 3.5 x 10~ mol-L™!, Insert
this value together with the above calculated X; aroclor Value and ¥ Aroctor = 1 into

Eq. 7-19 to get the estimated aqueous concentration of TeCIBP:

Crw =(0.029)(1)3.5 x107)=1.0 x 10 mol. L

orabout 3 g . L. This value is three times higher than the measured one, but it is well
within the same order of magnitude. Since it is rather unlikely that the apolar TeCIBP
has a ¥, 0000r value significantly smaller than 1, the discrepancy is more likely to be due
to uncertainties in the measured mole fraction in the Aroclor 1242 mixture, in the
aqueous concentration, and/or in the subcooled liquid solubility of TcCIBP.

Answer (b)

Calculate the molar volumes of Aroclor 1242 and Fyrquel from the corresponding
average molar masses and densities:
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Varoctor = 265 =191 cm3mol™! = 0.191 L - mol~!

1.39

= 380

Fyrquel = 7 =333 cm® mol™! = 0.333 L, - mo|~!
1.14 :

Consider now one liter of the 5%, (v/v) Aroclor/Fyrquel mixture. In this liter there
are (0.05)/(0.191) = 0.262 moles total PCBs and (0.95)/(0.333) = 2.85 moles Fyrquel
compounds, which yield a total number of 3.11 moles. The mole fraction of TeCIBP
in this mixture is then given by [recall that i Aroctor = 0.029, sec Answer (a)]:

_ (0.029)(0.262)

mix =0.0024
™ (3.11)

Insertion of this value together with C5*(L) =3.5 x 107 mol- L™ and ¥, = 1 into
Eq. 7-19 yields

Ci =(0.0024) (1) (3.5 x 1077 mol-L™) =& x 109 mol-L~!

or about 0.25 ug. L. Again, this value is about 3 times higher than the measured

one, which is very consistent with the result obtained for the pure Aroclor 1247

mixture. This suggests that the activity coefficients of TeCIBP in Aroclor 1242 and
in the Aroclor 1242/Fyrquel mixture are quite similar. From a molccular interaction
point of view, this conclusion seems also reasonable, since the phosphate esters
- making up the Fyrquel mixtures are monopolar and exhibit about the same 7, values
as the apolar PCBs (Abraham et al., 1994b).

& Questions and Problems

Questions

Q7.1

Give several reasons why it is important to know something about the partitioning
behavior of a given compound between organic solvents and water.

Q7.2

Which is(are) the dominating factor(s) determining the organic solvent—water
partitioning of the majority of organic compounds of environmental concern?

Q7.3

Why is the effect of temperature on organic solvent—water partitioning of organic
compounds in many cases not very significant? What maximum | A i l values
would you expect? Give examples of solutes and organic solvents for which you
would expect (a) a substantial positive (i.e., > 10 kJ.mol™) and (b) a substantial
negative (i.e., <-10 kJ.mol™") An H; valuc,




240 Organic Liquid-Water Partitioning

Q7.4

When comparing the Kiw values of the stimulant amphetamine for the solvents
trichloromethane (chloroform, log K, = 2.20), n-octanol (log Kiow = 1.80), and
n-heptane (log Ky, = 0.40), one can sce that they differ quite substantially. Try to
explain these differences.

NH,

i = amphetamine
(2-aminopropylbenzene)

Q75

Imagine a compound for which A G; is equal to zero (G% =GE) in cach of the
solvent—water systems trichloromethane (chloroform)-water, n-octanol-water, and
n-hexadecane—water. A friend of yours claims that the Kip (= Ci / Ciw) values of
such a compound are 0.22, 0.11, and 0.06, respectively, for the three solvent—water ‘
systems. Another friend disagrees and claims that the K values are all equal to 1.
Who is right and why?

Q7.6

What are the prerequisites for a successful estimation of Kiew (e.g., K;,,) by liquid =
chromatography? ' -

Q7.7

What are the major difficulties of any atom/fragment contribution method for
estimation of solvent-water partition constants from structure?

Q78

What are the major factors determining the aqueous concentration of a constituent of
a liquid organic mixture (LNAPL, DNAPL) that is in equilibrium with an aqueous
phase? Explain Raoult’s law and give some practical examples of (a) cases in which
you can apply it to estimate the concentration of a given LNAPL or DNAPL
constituent in water that is in equilibrium with the organic liquid, and (b) cases in
which Raoult’s law does not hold.

Q79

When flushing a gasoline-contaminated soil in a laboratory column with clean
water, Mackay et al. (1996) observed that after 5 pore volumes (i.c., after 5 times
replacing the water in the column), the benzene concentration in the effluent
decreased from initially 370 to about 75 ug-L™', while the 1,2-dimethylbenzene
concentration increased from 1200 to 1400 ug-L™. Try to explain these findings.
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Problems

P 7.1 Estimating Activity Coefficients of Organic Compounds in Organic
Solvents .

Calculate the activity cocfficients of (a) n-octane, and (b) aniline in water-saturated
(see Table 5.1) n-hexane (y), toluene (y;), diethylether (%), chloroform (y,,),
n-octanol (¥;,), and in water ¥,,, from the Kiew values given in Table 7.1. THe aqueous
solubilities of the two compounds are given in Appendix C. Compare and discuss the

results.
NH,
NN @

n-octane aniline

P 7.2 Some Additional K, Estimation Exercises Using the Atom/Fragment
Contribution Method :

Estimate the K, values of the four compounds indicated below (a) by using only
fragment constants and correction factors (Eq. 7-15), and (b) by starting with the
Ko value of a structurally related compound (Eq. 7-16) that you choose from
Appendix C. Discuss the results by comparing them with the indicated experimental
Ko values.

o} OH
o .
)Lo/\/\/ o c
n-pentyl acetate 3,5-dichloro benzoic acid
(exp. log K;,,, = 2.23) {exp. log K, = 3.00)
O
i a
\
N N I
T el
L.
cl CH,
chlortoluron tolclofos-methyl
(exp. log Kjq,, = 2.41) (exp. log K;,,, = 4.56)

P 7.3 Extraction of Organic Pollutants from Water Samples

For analyzing organic pollutants in water, ‘the compounds are commonly precon-
centrated by adsorption, stripping (see Problem 6.6), or extraction with an organic
solvent. You have the job to determinc the concentration of I-naphthol in a con-
taminated groundwater by using gas chromatography. You decide to extract 20 mL
water samples with a convenient solvent. In the literature (Hansch and Leo, 1979)
you find the following Kin value for a series of solvents:
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Solvent ¢ ’ log Kigw
n-hexane 0.52
benzene 1.89
trichloromethane (chloroform) 1.82
ethyl acetate (acetic acid ethyl ester)  2.60
. ’ n-octanol 2.90

Are you surprised to find such big differences in the Kip, values of I-naphtol for the
various solvents? If not, try to explain these differences. You choose ethyl acetate as
solvent for the extraction. Why not n-octanol?

Now you wonder how much cthyl acetate you should use. Calculate the volume of
ethyl acetate that you need at minimum if you want to extract at least 99% of the
total 1-naphthol present in the water sample. Are you happy with this precon-
centration step? Somebody tells you that it-would be much wiser to extract the
sample twice with the goal to get each time 90% of the total compound out of the
water (which would also amount to 99%), and then pool the two extracts. How much
total ethyl acetate would you need in this case? Finally, another colleague suggests
toadd 3.56 g NaCl to the 20 mL sample in order to improve the extraction efficiency,
How much less ethyl acetate would be required in the presence of the salt? (Hint:
Consult Table 5.7.) Is there any other effect that the addition of NaCl would have on
the extraction, and is this effect favorable for the analytical procedure chosen?

C

I'= 1-naphthol ethyl acetate

P 7.4 ASmall Accident in Your Kitchen . l v

In your kitchen (7= 25 °C) you drop a small bottle with 20 ml of the solvent 1,1,1-

trichloroethane (methyl chloroform, MCF) that you use for cleaning purposes. The i
bottle breaks and the solvent starts to evaporate. The doors and the windows are :
closed. On your stove there is an open pan containing 2 L of cold olive ojl. J
Furthermore, on the floor there is a large bucket that is filled with 50 I, of water. The

air volume of the kitchen is 30 m?. Calculate the concentration of MCF in the air, in ?
the water in the bucket, and in the olive oil at equilibrium by assuming that the ]
adsorption of MCF to any other phases/surfaces present in the kitchen can be J
neglected. Consider MCF as an apolar compound. You can find some important |
physical—chemical data in Appendix C and in Fig. 6.7. Comment on any assumption g

that you make.

Cl

CI>[—'

Cl

1.1, 1-trichloroethane
(methyl chloroform, MCF)
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P7.5 Evaluating Partition Constants of Chlorinated Phenols in Two Different
Organic Solvent-Water Systems

Kishino and Kobayashi (1994) determined the n-octane-water (X)) and
n-octanol-water (K,,,) partition constants of a series of chlorinated phenols (see
Table below). Plot the log Kioow values versus the log K, values of the 13
compounds. Inspect the data and derive meaningfull LFERS of the type Eq. 7-7 for
subsets of compounds, Discuss your findings in terms of the molecular interactions
that govern the partitioning of the chlorinated phenols in the two different solveni—
water systems.

OH

6 X 2
, ™2 _-a,
5 =3

4
chiorinated phenols

compound : log K., log K, .. °
1 Phenol -0.99 : 1.57
"~ 2 2-Chlorophenol 0.74 229
3 3-Chloropheno] -0.31 2.64
4 4-Chloropheno] -041 2.53
5 2,3-Dichlorophenol 1.27 3.26
6 2 A-Dichlorophenol 1.21 3.20
-7 2,5-Dichloropehol 1.31 3.36
8  2,6-Dichlorophenol 148 292
9 35 -Dichlorophenol 041 3.60
10 2,4,5-Trichlorophenol 1.76 402
11 2,4,6-Trichlorophenol 2.05 3.67
12 2,3 4 6-Tetrachlorophenol 2.58 4.24
13 Pentachlorophenol ' 3.18 5.02

“ Values given in Appendix C may differ somewhat from the ones determined
by Kishino and Kobayashi (1994),

P 7.6 Assessing the Dissolution Behavior of Gasoline Components

Gasoline is a mixture of primarily aliphatic (>50%) and aromatic (~ 30%) hydro-
carbons with an average molar mass, Mgas, of about 105 g.mol™' and a density of
about 0.75 g-m~ (Cline et al., 1991). In addition it contains a variety of additives
including, for example, oxygenates (see Section 7.5), antioxidants, corrosion
inhibitors, detergents, antifreezing agents, dyes, and many more (Owen, 1989).




244 Organic Liquid-Water Partitioning

You are confronted with a gasoline spill undemeath a gas station. Among the com-
pounds that are of great concern with Tespect to groundwater pollution are benzene
and 3,4-dimethylaniline (DMA). You know that the spilled gasoline contains 2 vol-
ume percent benzene and 10 mg.L™! DMA. Furthermore, in the literature you find
experimental gasoline—water partition coefficients (Eq. 7-22) of 300 L., *Locotine for
benzene (Cline et al., 1991) and 30 L., -L'[a,laso“nc for DMA [determined by Schmidt ¢t
al. (2002) at pH8 where DMA is present primarily as neutral species (sec Chapter
8)]. Note that these coefficients have been determined for other brands of gasoline.
Answer now the following questions.

(a) Using the gasoline-water partition coefficients reported in the literature (see
above), calculate the activity coefficients of benzene and DMA in the gasoline
mixture of interest. Which of the two values do you trust more?

(b) What benzene and DMA concentration would you expect in groundwater that js
in equilibrium with a large pool of the spilled gasoline at 25°C (i.c., assume that the .
gasoline composition is not altered significantly by the dissolution of the
components in the aqueous phase). '

() In the aqgueous phase that is in equilibrium with the spilled gasoline, you measure
a naphthalene concentration of ] mg.L™. How much naphthalene does the gasoline
contain? Comment on any assumption that you make.

You find all necessary data in Appendix C.
Hint: To estimate the mole fraction of a given gasoline component from its volume

fraction, use Eq. 5-34 by assuming a binary mixture of the component with a solvent
that has the average molar volume of the whole gasoline mixture,

NH,
benzene 3,4-dimethylaniline naphthalene

(3,4-DMA)




